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INTRODUCTION AND SUMMARY

The Phillips Laboratory Scholar Program was initiated in June of 1982 as the "Air Force
Geophysics Scholar Program". It was implemented as an addition to the Air Force Summer
Faculty Program contract and was addressed to emerging post-doctoral researchers who had
recently completed the Ph.D. The program was transitioned to a separate contract for the period
1983-1986.

The program discussed in this report ran from 7 October 1986 - 30 September 1993. The
Scholars have been active in exploratory and advanced development in those areas of geophysics
which meet known and anticipated military requirements. Six annual technical reports have been
published describing the research effort accomplished. These reports are on file in the office of the
chief scientist of the Phillips Laboratory Geophysics Directorate.

Scholar research activity during the program was impressive. There were 42 scholars
participating and they published 71 papers in professional journals, made approximately 90
oral presentations at professional meetings, and each produced a final report. The reports for the
final year are bound in this volume.

The program description which follows is taken from the advertising brochure used during
the last two years of the contract.

PROGRAM DESCRIPTION

The Phillips Laboratory Geophysics Directorate has initiated the Geophysics Scholar
Program to broaden the direct participation of qualified researchers in research programs. The
program provides research opportunities for selected Engineers and Scientists holding a doctoral
degree to work at the Phillips Laboratory Geophysics Directorate for a 12 month research period.
The appointment may be extended for a second term.

To be eligible, all candidates must have a Ph.D. or equivalent experience in an appropriate
technical field. The Scholars will be selected primarily from such basic and applied science fields
as physics particularly geophysics and atmospheric physics, meteorology, and space physics, and
also from mathematics, molecular physics, chemistry, computer science, and engineering.
Applicants must be U.S. citizens.

The Air Force Geophysics Scholar in this program will have the following specific
obligations:

1) To participate in advanced research programs at the Phillips Laboratory Geophysics
Dimmrate

2) To prepare a report at the end of the appointment describing the research accomplish-
ments. This report will be subject to approval by the Air Force Geophysics
Directorate.

Application Information

Qualified technical people who are interested in an appointment under this program should
file a formal application and supporting materials with the program director at the address noted on
the front page. Formal application forms are included with this booklet. If additional forms are
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needed, they may be obtained from the SCEEE programs office. Appointments may be made at
any time, thus prompt application is encouraged.

SCEEE supports equal opportunity/affumative action. All qualified applicants will rcceive
consideration without regard to race, color, religion, sex, or national origin.

Ehlilli Lahoratn' Conhysicm Scholar Bmm Ohiectives

1) To provide a productive means for scientists and engineers holding Ph.D. degrees to
participate in research at the Air Force Geophysics Directorate;

2) To stimulate continuing professional association among the Scholars and their pro-
fessional peers in the Air Force;

3) To further the research objectives of the United States Air Force; and

4) To enhance the research productivity and capabilities of scientists and engineers
especially as these relate to Air Force technical interests.

PBeeoisites for Anitet

To be qualified for consideration as a Geophysics Scholar the applicant must

1) Be a U.S. citizen;

2) Be the holder of a Ph.D. degree, or equivalent, in an appropriate technical speciality;
and

3) Be willing to pursue research work of limited time duration at the Air Force
Geophysics Directorate.

Although it is anticipated that the research itself may be unclassified, the Scholar must hold
or be eligible for a Department of Defense SECRET clearance in order to insure access to work
areas.

Rearh Period

The period of this appointment is for 12 months at the Phillips Laboratory Geophysics
Directorate research site, Hanscom AFB, Massachusetts. Appointments may be made at any time.

Financial Terms

Participants are paid a negotiated salary, plus a 10% salary increment payable at the
completion of the program, 26 days vacation, and 13 days of sick leave per year. Unused vacation
and sick leave will be reimbursed at the end of the year.

Travel
Travel expenses will be reimbursed for one trip from the Scholar's normal location to the

Air Force facility at the start of the appointment; and one return trip from the Laboratory to the
Scholar's normal home base at the end of the appointment period. One pre-appointment visit may
also be authoirized. This travel will be reimbursed in accordance with SCEEE travel policy. Costs
of relocation of professional equipment and household goods will be reimbursed if appropriate.
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PARTICIPATING SCHOLARS

The following list includes all participating scholars with geographical and educational
background data.

GeohwicQ Scholars

Harm Ackerinann University of New Mexico
Albuquerque, NM Ph.D., Physics (Optics), 1985

Jay Albert Princeton University
Ithaca, NY Ph.D., Astrophysical Sciences (Plasma Physics), 1986

Stephen Anderson Princeton University
Somerville, MA Ph.D., Plasma Physics (Plasma Astrophysics), 1992

Peter Armstrong SL Lawrence University
Charottesville, VA Ph.D., Physics (Atomic Physics), 1991

Rodger Biasca M husetts Institute of Technology
Cambridge, MA Ph.D., Aeronautics/Astronautics (Space Physics), 1991

Steve Cardimona University of Texas at Austin
Austin, TX Ph.D., Geophysics (Seismology), 1992

Robert Cicerone Massachusetts Institute of Technology
Dedham, MA Ph.D., Geophysics (Geophysics), 1991

Anthony Dentamaro Tufts University
Medford, MA Ph.D., Physics (Perturbative Quantum

Chromodynamics), 1985

James Dodd Stanford University
Cambridge, MA Ph.D., Chemistry (Physical Chemistry), 1986

Hoang Dothe The Johns Hopkins University
Boston, MA Ph.D., Chemistry (Theoretical Chemistry), 1987

Richard Eastes The Johns Hopkins University
Maynard, MA Ph.D., Physics (Physics), 1985

Gary Erickson Rice University
Greblt, MD Ph.D., Space Physics (Magnetospheric Physics), 1985

Robert Farley Univ. of Colorado Boulder
State College, PA Ph.D., Chemical Physics (Physical Chemistry), 1989

Dorothy Flanagan California Institute of Technology
Acton, MA Ph.D., Chemistry (Chemical Physics), 1985
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John Foley Massachusetts Institute of Technology
Lowell MA Ph.D., Geophysics (Seismic Tomography &

Inversion), 1990

James Gardner, II Boston College
Hudson, NH Ph.D., Chemistry (Atmospheric Chemistry), 1988

Gregory Ginet Cornell University
Ithaca, NY Ph.D., Applied Physics (Theoretical Plasma Physics), 1987

Richard Gross University of Colorado at Boulder
Santa Fe, NM Ph.D., Geophysics (Solid Earth Geophysics), 1982

Mark Handel Masautts Institute of Technology
Jamaica Plain, MA Sc.D., Atmospheric Physics, (Meteorology/Atmospheric

Physics), 1991

Robert Hawkins Ohio State University
Washington, DC Ph.D., Physics (Spectroscopy), 1981

Stan Heckman Massachusetts Institute of Technology
Cambridge, MA Ph.D., Atmospheric Science (Atmospheric Electricity), 1991

Michael Hoke Ohio State University
New Carlisle, OH Ph.D., Physics (Physics), 1982

Samuel Howard Florida State University
Leakesville, MS Ph.D., Physics (Optics - Imaging Processing), 1982

Paul Keyser University of Colorado - Boulder
Boulder, CO Ph.D., Physics (Experimental Gravitational Physics), 1986

Juergen Krause-Polstorff Rice University
Monterey, CA Ph.D., Space Physics and Astronomy (Theoretical

Astrophysics), 1983

Thomas Kuchar Boston University
Watertown, MA Ph.D., Astronomy and Physics (Interstellar Medium), 1992

Usama Makhlouf University of Cincinnati
Bedford, MA Ph.D., Space Physics (Gravity Waves), 1989

Robert McCaffrey University of California, Santa Cruz
Braintree, MA Ph.D., Geophysics (Seismology), 1981

Martin McHugh University of Colorado
Boulder, CO Ph.D., Physics (Experimental Gravitational Physics), 1991

Robert Morris Boston University
Brighton, MA Ph.D., Physical Chemistry (Gas Phase Chemical Kinectics

and Spectroscopy), 1987
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Bao Nguyen St. Louis University
St. Louis, MA Ph.D., Geophysics (Seismology), 1988

Mark Popecki Univ. of New Hampshire
Newmarket, NH Ph.D., Physics (Magnetospheric Physics), 1991

Timothy Schumaker Boston College
Brighton, MA Ph.D., Physics, (Space Physics), 1986

Gregory Sloan Univ. of WyomingLaramie, WY Ph.D., Physics (Astrophysics), 1992

Amy Stevens-Miller California Institute of Technology
Norman, OK Ph.D., Chemistry (Physical Chemistry), 1981

Joseph Thomas University of Pittsburgh
Pittsburgh, PA Ph.D., Chemistry (Gas Phase Chemical Kinetics), 1986

Jane VanDoren University of Colorado
Cambridge, MA Ph.D., Chemical Physics, (Gas Phase Reaction Kinetics,

Thermodynamics, and Mechanisms), 1987

Donald Vasco University of California at Berkeley
Berkeley, CA Ph.D., Geophysics (Extremal Inversion of Earth

Displacement), 1986

Teri Vossler Washington University
Austin, TX Ph.D., Chemistry (Atmospheric Sciences), 1985

Lyn Watson Boston College
Medford, MA Ph.D., Chemistry (Physical Chemistry), 1989

Raymond Widlemann Cornell University
Arcadia, CA Ph.D., Geophysics (Lithospheric Flexure), 1986

Louraine Wolf University of Alaska, Fairbanks
Fairbanks, AK Ph.D., Geophysics (Seismology), 1989
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SCHOLAR ACCOMPLISHMENTS

Abems, G., R. McCaffrey, 1988, Active deformation in the New Guinea Fold-and-Thrust Belt:
Seismological Evidence for Strike-slip Faulting and Basement-involved Thrusting, J. Geophys.
Res., in press.

R. Biasca, D. Hastings, and D. Cooke, Simulation of the Critical Ionization Velocity: Effect of
Using Physically Correct Mass Ratios, J. Geophys Res., 97, 6451, 1992.

S. Cardimona, Integral Equations and Scatterer Imaging, submitted to Inverse Problems.

S. Cardimona, Waveform Inversion and Digital Filter Theory, Geophysics, 56, 534-536, 1991.

J. A. Dodd, W. A. M. Blumberg, S. J. Lipson, J. R. Lowell, P. S. Armstrong, D. R. Smith, R.
M. Nadile, N. B. Wheeler, and E. R. Huppi, CIRRIS IA and EXCEDE III Measurement of
Column Densities of Rotationally Excited Nitric Oxide, Geophys. Res. Let., 20, 305, 1993.

J. A. Dodd, S. J. Lipson, and W. A. M. Blumberg, CIRRIS IA and EXCEDE III Measurement
of Column Densities of Rotationally Excited Nitric Oxide, J. Chen. Phys., 95, 5752, 1991.

J. A. Dodd, S. J. Lipson, W. A. M. Blumberg, Formation and Vibrational Relaxation of
OH(X2 IIi,v) by 02 and Co2, J. Chem. Phys., 95, 5752-5762, 1991.

R. A. Dressler, J. A. Gardner, C. R. Lishawa, R. H. Salter, and E. Murad, Suprathermal Ion
-Neutral Reactions: NO+ Formation Cross Sections in N+ -H20 Collisions and OH

Chemiluminescence in N2+ (Ar+) -H20 Collisions, J. Chem. Phys., 93, 9189 1990.

R. A. Dressler, J. A. Gardner, R. H. Salter, F. J. Wodarczyk, and E. Murad, Measurements of
Cross Sections and Product Ion Energies for Ion-Neutral Reactions at Suprathermal Energies, J.
Chem. Phys., in press 1989.

E. E. Ferguson, J.M. Van Doren, A. A. Viggiano, R. A. Morris, J. F. Paulson, Internal and
translational energy effects on the charge-transfer reaction of C02 + with 02, submitted to Int. J.
Mass Spectrom. Ion. Proc.

J. A. Gardner, R. A. Dressler, R. H. Salter, and E. Murad, Suprathermal Ion-Neutral Reactions:
NO+ Formation Cross Sections in N+ -H20 Collisions and OH Chemiluminescence in N2+ (Ar+)
-H20 Collisions, J. Chem Phys., 93, 7780, 1990.

J. A. Gardner, R. A. Dressier, R. H. Salter, and E. Murad, Suprathermal Ion-Neutral Reactions:
NO+ Formation Cross Sections in N+ -H20 Collisions and OH Chemiluminescence in N2+ (Ar+)
-H20 Collisions, Chem Phys. Lent., submitted for publication.

M. D. Handel, J. S. Risbey, An Annotated Bibliography ba the Greenhouse Effect and Climate
Change, Climatic Change, 21, p. 97-255, 1992.
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M. D. Handel, J. S. Risbey, P. H. Stone, Do We Know What Difference a Delay Makes?, EOS,
Transacions of te American Geophysical Union, 72, (53), p. 596-597, 1991.

M. D. Handel, On the Asymmetry of Tropical Cyclone Outflows, EOS, Transactions of the
American Geophysical Union, 73 (14, Spring Meeting Supplement), p. 73, 1992.

M. D. Handel, J. S. Risbey, Reflections on More than a Century of Climate Change Research,
Climatic Change, 21, p. 91-96, 1992.

M. D. Handel, J. S. Risbey, P. H. Stone, Should We Delay Responses to the Greenhouse Issue?,
EOS, Transactions of the American Geophysical Union, 72, (53), p. 593, 1991.

M. D. Handel, Subcritical Tropical Cyclone Intensification, in the preprint volume of the 8th
Conference on Atmospheric and Oceanic Waves and Stability, American Meteorological Society,
p. 315-319, 1991.

M. D. Handel, Tropical Cyclone Intensification. Part III: Ekman Pumping and the Formation of
an Eye, submitted to the Journal of the Atmopheric Sciences.

M. D. Handel, Tropical Cyclone Intensification. Part I: Impediment to Linear Growth and
Tropical Cyclone Intensification. Part 11: Growth from Finite Amplitude Disturbances, submitted
to the Journal of the Aunospheric Sciences.

Heinemann, M. and G. M. Erickson, Instability of sunward convection, submitted to JGR, 1989.

S. J. Howard, Fast Algorithm for Discrete Fourier Spectrum Extrapolation, J. Opt. Soc. Am. A 3
(13), p44 1986.

S. I. Howard, Fast Algorithm for Implementing the Minimum-Negativity Constraint for Fourier
Spectrum Extrapolation, AppL Opt., 25, 1670 1986.

S. J. Howard, Fast Algorithm for Implementing the Minimum-Negativity Constraint for Fourier
Spectrum Extrapolation 11, Appl. Opt. 27, 3190 1988.

S. J. Howard, Minimum-Negativity Constraint Applied to Large Data Sets, J. Opt. Soc. Am. A
4(13), p22 1987.

D.H. Katayama and A. V. Dentamaro, Electronic Energy Transfer in Diatomic Molecules, J.
Chem. Phys. 85, 2595 1986.

T. A. Kuchar, T. M. Bania, A High Resolution HI Survey of the Rosette Nebula, Astrophysical
Journal

R. Landau, G. Grasdalen, G. C. Sloan, Three-beam chopping: An Efficient Infrared Observing
Technique, Astron. Astrophys. 259, 696-700, 1992.

P. D. LeVan, G.C. Sloan, I. R. Little-Marenin, Study of Infrared Emissions from H HI Regions,
BAAS, 25, 877, 1993.

P. D. LeVan, G. C. Sloan, I. R. Little-Marenin, G. L. Grasdalen, Study of Infrared Emissions
from H II Regions, ApJ, 392, 702, 1992.

R. McCaffrey, Active tectonics of the eastern Sunda and Banda Arcs, J. Geophys. Res.,
submitted, 1987a.
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R. McCaffrey and J. Nabelek, Earthquakes, gravity and the origin of the Bali Basin: an example
of a nascent continental fold-and-thrust belt, J. Geophys. Res., 92, 441-460, 1987.

R. McCaffrey and J. Nabelek, Seismological evidence for shallow thrusting north of the Timor
trough, Geophys J. Roy. Asrr. Soc., 85, 365-381, 1986.

J. McCarthy, Z. Hajnal, J. Howie, R. A. Johnson, G. R. Keller, L W. Wolf, PACE lithospheric
investigations of the Colorado Plateau, EOS Trans., AGU, 71, 43, 1990.

M. P. McHugh, P. T. Keyser, J. E. Faller, New and Exoctic Phenomena '90 proceedings of the
Xth Moriond Workshop, Lea Arcs, France, 20-27 January 1990 (Editions Fronti'eres, Gif Sur
Yvette, 1990), Edited by 0. Fackler and J. Tran Thanh Van, p. 233-6.

R. A. Morris, J. M. Van Doren, A. A. Viggiano and J. F. Paulson, Chemistry of C2- and HC2
- with Nitrogen, Oxygen, and Nitrogen Oxides, J. Chem. Phys., Submitted, 1992.

R. A. Morris, A. A. Viggiano, F. Dale and J. F. Paulson, Chemistry of C2- and HC2- with
Nitrogen, Oxygen, and Nitrogen Oxides, J. Chem. Phys., 88, 1988, 4772.

R. A. Morris, A. A. Viggiano and L. F. Paulson, Internal and translational energy effects on the
charge-transfer reaction of C02 + with 02, J. Chem. Phys. 92, 2342 1990.

R. A. Morris, A. A. Viggiano and J. F. Paulson, Internal and translational energy effects on the
charge-transfer reaction of C02 + with 02, J. Chem. Phys., 89, 4848 1990. J. Chem. Phys. 92,
3448 1990.

R. A. Morris, A. A. Viggiano and J. F. Paulson, Internal and translational energy effects on the
charge-transfer reaction of C02 + with 02, J. Chem. Phys. 94, 1884 1990.

T. L. Schumaker, D.A. Hardy, S. Moran, A. Huber, J. Pantazis, 3. McGarity, Precipitating
Electron and Ion Detectors (SSJ/4) for the Block 5D/Flight 8 DMSP Satellite, AFGL-TR-88-0030,
1988, ADA203990.

G. C. Sloan, P. D. LeVan, I. R. Little-Marenin, G. L. Grasdalen, Micron Spectroscopy of
Carbon Stars Associated with Silicate Dust, The Astrophysical Journal, 392: 702-705, 1992.

G. C. Sloan, P. D. LeVan, P. C. Tandy, Report of Operations of the Air Force Geophysics
Laboratory Infrared Array Spectrometer, PL-TR-93-2012, 1993.

G. C. Sloan, P. C. Tandy, B. E. Pirger, T. M. Hodge, Spatial Structure in the Infrared Spectra of
Three Evolved Stars, BAAS, 25, 876, 1992.

G. C. Sloan, G. L Grasdalen, P. D. LeVan, Spatially Resolved Spectra of Silicate Dust Around x
Orionis, Astrophysical Journal, 404, 328-332, 1993.

G. C. Sloan, G. L. Grasdalen, P. D. LeVan, Spatially Resolved Spectra of the Unidentified
Infrared Features Around HD 44179 (The Red Retangle), Astrophysical Jounal, 409, 412-416,
1993.

G. C. Sloan, Study of Infrared Emissions from H HI Regions, BAAS, 24, 1302, 1992.
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G. C. Sloan, G. L Grasdalen, P. D. LeVan, Spatially Resolved Spectra of Silicate Dust Around a
Orionis, ApJ, 404, 328, 1993a.

G. C. Sloan, G. L Grasdalen, P. D. LeVan, Spatially Resolved Spectra of the Unidentified
Infrared Features Around HD 44179 (The Red Retangle), ApJ, 409, 412.

G. C. Sloan, P. C. Tandy, B. E. Pirger, T. M. Hodge, Study of Infrared Emissions H II
Regions, BAAS, 25, 876, 1993.

G. C. Sloan, Spatially Resolved 10 um Spectra of Circumstellar Material Around Evolved Stars,
BAAS, 24, 1302, 1992.

G. C. Sloan, G. L. Grasdalen, P. D. LeVan, Study of Infrared Emissions H H Regions. ApJ,
404, 328, 1993a, ApJ, 409, 412, 1993b.

G. C. Sloan, G. L. Grasdalen, Study of Infrared Emissions H II Regions, in preparation.

T. Su, R. A. Morris, A. A. Viggiano and J. F. Paulson, Internal and translational energy effects
on the charge-transfer reaction of C02 + with 02, J. Chem. Phys. 94, 8426 1990.

R. Snieder, The Role of the Born Approximation in Nonlinear Inversion, Inverse Problems, 6,
247-266, 1990.

J. M. Thomas, F. Kaufman, and M. F. Golde, Energy Transfer Processes Involving Metastable
Molecular Nitrogen A State, N2 (A 31+ u, v), J. Chem. Phys. 86 1987, 6885.

J. M. Van Doren, S. E. Barlow, C. H. DePuy and V. M. Bierbaum, Chemistry of C2- and HC2
- with Nitrogen, Oxygen, and Nitrogen Oxides, Int. J. Mass Spectrom. Ion Processes, 109, 1991,
305.

Vasco, D. W., Resolution and variance operators of gravity and gravity gradiometry, Geophysics,
54, 889-899, 1989.

A. A. Viggiano, R. A. Morris, F. Dale, J. F. Paulson, K. Giles, D. Smith and T. Su, Chemistry
of C2- and HC2- with Nitrogen, Oxygen, and Nitrogen Oxides, J. Chem. Phys., 93, 1990, 1149.

A. A. Viggiano, R.A. Morris and J. F. Paulson, Chemistry of C2- and HC2- with Nitrogen,
Oxygen, and Nitrogen Oxides, J. Chem. Phys., 90, 1989, 6811.

A. A. Viggiano, R. A. Morris, J. M. Van Doren and J. F. Paulson, Internal and translational
energy effects on the charge-transfer reaction of C02 + with 02, J. Chem. Phys. 96, 270 1992.

A. A. Viggiano, J. M. Van Doren, R. A. Morris, J. F. Paulson, Internal and translational energy
effects on the charge-transfer reaction of C02 + with 02, J. Chem. Phys., 93, 4761 1990.

A. A. Viggiano, R. A. Morris, J. F. Paulson, Internal and translational energy effects on the
charge-transfer reaction of C02 + with 02, J. Chem. Phys., 90, 6811 1989.

A. A. Viggiano, R. A. Morris, J. F. Paulson, Internal and translational energy effects on the
charge-transfer reaction of C02 + with 02, J. Chem. Phys., 89, 4848 1990.
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A. A. Viggiano, R. A. Morris, F. Dale, J. F. Paulson, K. Giles, D. Smith, T. Su, Internal and
translational energy effects on the charge-transfer reaction of C02 + with 02, J. ChenL Phys., 89,
4848 1990.

L 1R. Watson, T. L. Thiem, R. A. Dressier, R. H. Salter, E. Murad, Thermochemistry of
Unstable meatl oxides: Techniques, Part I - Position-Sensitive Detection, Part H - Energetic
Neutrals Generated By Laser Vaporization of Solid Samples, J. Chem. Phys., 1991, 95, 8944.

L. W. Wolf, D. B. Stone, and J. N. Davies, Crustal Structure of the Active Margin, South Central
Alaska An Interpretation of Seismic Refraction Data From the Trans-Alaska Crustal Transect. J.
of Geoph. Res., VoL 96, No. 96, No. B10, pp.16,455 - 16,469, Sept. 10, 1991.

Wolf, L W., A. R. Levander, Upper crustal structure of the accreted Chugach terrane, Alaska. J.
Geophys. Res., 94, 4457-4466, 1989.

Wolf, L. W., W. K. Wallace, Upper crustal structure of the Chugach and Prince William terranes,
Alaska, Eas Trans. AGU, 69,44,1988.

Wolf, L. W., and D. B. Stone, Upper crustal velocity structure in a convergent margin setting,
southcentral, Alaska, Eos Trans. AGU, 70, 43, 1989.

Wolf, L. W., A. R. Levander, and G. Fuis, Upper crustal structure of the accreted Chugach
terrane, Alaska, Eos Trans. AGU, 67, 44, 1195, 1986.
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Oral Presntaion

Armstrong, P. S., Analysis of Nitric Oxide Observed in Two Field Experiments, CIRRIS IA and
EXCEDE II, Meeting of the Division of Atomic, Molecular, and Optical Physics, May, 1992.

Armstrong, P. S., Analysis of Nitric Oxide Observed in Two Field Experiments, CIRRIS IA and
EXCEDE III, Meeting of the American Geophysical Union, December, 1992.

Armstrong, P. S., Analysis of Nitric Oxide Spectra Taken During the CIRRIS IA Experiment and
on the Constraints Imposed on Possible Production Mechanisms, Meeting of the American
Geophysical Union, May, 1993.

Cicerone, R. D., Fracture Characmtization From Vertical Seismic Prof'ding Data, Annual Reservoir
Delineation Consortium Meeting at the Earth Resources Laboraory at MIT, October, 1991.

Cicerone, R. D., Fracture Characterization From Vertical Seismic Profiling Data, Meeting of the
American Geophysical Union, December, 199 1.
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CIRRIS IA and EXCEDE Ill Measurements of Column Densities of Rotationally Excited Nitric
Oxide

Peter S. Armstrong

30 June 1993

Abstrac

Absolute, v-dependent column densities of the thermalized and rotationally excited nitric

oxide have been determined from data obtained with the CIRRIS I A Space Shuttle experiment and

the EXCEDE M rocket experiment. The extent of rotational excitation exhibited in the rovibrational

fundamental bend of NO(X 2MI) has been investigated for a wide range of atmospheric conditions.

In addition, the NO spin-orbit manifold populations have been found to depart from thermal

equilibrium, representing a third degree of freedom, along with vibration and rotation, that are not

in equilibrium. These results provide important inputs to models of the chemistry, infrared radiance,

and energy budget of the thermosphere.

Introduction:

The CIRRIS IA experiment was flown on board the Space Shuttle during mission STS-39,

which was launched on 28 April 1991. The experimental equipment comprised of a Michelson

interferometer capable of high resolution (0.63 cm'), several radiometers, and two photometers. The

details of the instruments have been published previously [AHM90,BAR92]. From this experiment,

high S/N, earth limb spectra were collected for a variety of tangent heights and atmospheric

conditions. For nitric oxide, spectra obtained from tangent heights of 95 km to the orbiter altitude

were analyzed by a nonlinear least-squares fit to determine the column densities of NO in the field

of view.

The EXCEDE I11 experiment also used a Michelson interferometer to record the nitric oxide

spectra. This interferometer collected spectra using four detectors, covering four separate frequency

bands, of which nitric oxide emissions were present in three bands. The interferometer observed an

artificial aurora produced by an electron beam. The electron beam produced a large number of
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excited atomic nitrogen and oxygen in the field of view, which recombine to produce vibrationally

and rotationally excited nitric oxide.

The rovibrational fundamental spectrum of nitric oxide has its band center at 1876 cm-1 (5.3

pim). Nitric oxide has an unpaired electron, and the ground state is a regular 21 l molecule. Therefore,

NO has emissions from two spin orbit manifolds, (1-1/2 and 3/2. Since the ground state of NO is a

211 state, NO rovibrational emissions contain a Q branch (AJ-0) in addition to the P (AJ-+ 1) and R

(AJ-- ) branches.

The most prominent features of the spectrum are the P. Q, and R branches of the v-I

emissions. The daytime spectra show sharp features at 2021 and 1989 cm-1 , and these features are

v-I and v-2 R branch band heads, respectively. The presence of band heads in the fundamental

rovibrational spectrum indicate population of highly excited rotational states.

The spectral analysis uses a nonlinear least squares fitting routine to determine the rotational

distribution for each vibrational level of the radiating NO molecules. The results of the fits are used

to determine the tangent height dependencies of the molecular population distributions and the

temperature used to describe the thermal distribution.

Experimental:

For both experiments, the analyzed spectra were collected by Michelsou interferometers,

which were capable of high resolution. The interferometers were referenced with an internal helium-

neon (HeNe) laser. For CIRRIS IA, the detectors were sampled once for each fringe of the laser

light. The focal plane of the interferometer consisted of five Si:As detectors. For EXCEDE III, the

detectors were sampled either on each HeNe fringe or once every two fringes, depending on the

frequency response of the particular detector.

The data acquisition system used on CIRRIS IA monitored continuously the experimental

parameters needed for the complete determination of the solar zenith angle, latitude and longitude

of the orbiter and the tangent point, and the mission elapsed time. For EXCEDE III, many
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supporting instruments measured the atmospheric conditions, such as visible and ultraviolet

spectrometers, photometers, and diagnostics for the electron beam.

For CIRRIS I A, the interferometer had a filter wheel for limiting the light frequency range

passing through the instrument. Interferograms collected using the open filter (2.5 to 20 pm) and

filter 3 (4.8 to 12 pm) were transformed to produce the NO fundamental spectrum. The

transformation routine applied the post-nlight calibration to generate spectra in absolute radiance

units. For all NO spectra, triangular apodization was used in the transformation code to reduce the

number of sidelobes associated with a single spectral feature and to have an analytic lineshape.

Spectral Fitting Techniques:

The spectral analysis codes are based on codes previously developed to study both laboratory

and field spectra of hydroxyl [DOD9 !, D0D93J. A dual Boltzmann method is used to describe the

population of the rotational states, one for the "thermalized" distribution and one for the rotationally

excited distribution. The codes use a nonlinear least-squares fitting routine to determine the

linewidth and spectral shift of the spectra, and the effective temperature for each distribution. The

population of each vibrational level is a free parameter in the fit.

The analysis codes are capable of fitting the populations of the individual spin orbit manifolds

for each vibrational level, or of constraining the manifold populations to a ratio determined by the

rotational temperature of that distribution. The ability to allow each manifold population to vary is

important to all fits to the data, but is most important to the fitting of the high resolution data,

especially of the vI I Q and P branches.

The spectral constants used to determine line positions of NO are based on the work of

Goldman [GOL75]. A modification of the-centrifugal term, D,, has been made to accurately position

the R branch band heads, which are formed from emissions of highly excited rotational states. The

band-averaged Einstein coefficients are from laboratory studies of chemiluminescent NO (RAW89].
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Results:

The field observations from the CIRRIS IA mission produced a large database of infrared

spectra. Inside this database is an extensive set of spectra from the fundamental rovibrational

emissions of nitric oxide. The set contains global cover-age of NO spectra occurring under nighttime

quiescent, daytime, and auroral conditions. While the v-I airSlow component is the prominent

feature of the spectra, emissions from highly excited rovibrational states are present in the spectra.

Emissions from highly excited rotational states of NO were observed in both auroral and

daytime conditions. The most notable indicator of population in these states is the R branch band

head. The states that contribute to a band head also radiate in the far P branch for the particular

vibrational level. For v > 1, the column density of the rotational excited component is greater than

the thermal component. These conditions constrain the models for the production and destruction

of NO.

An additional result from the fits to the data is the ratio of the spin-orbit manifolds is not in

equilibrium with the thermal rotational temperature. When the ratio is set to the thermal rotational

temperature, the fit systematically overpredicts emissions from the 01-3/2 manifold and underpredicts

the 1Q-1/2 manifold emissions. For high resolution spectra, systematics are observed in both the Q

branch and the section of the P branch where the emissions from the separate manifolds are separated

from each other. For low resolution spectra, the fit to the Q branch provides the only position to

check for the spin orbit ratio. The analysis of the spin orbit ratio has been based on the emission

from the thermal component. The analysis of the spin orbit ratio provides an additional constraint

on the production of NO.

Using the information of the highly excited rotational states and the spin orbit ratio, a

systematic analysis of the database commenced to obtain tangent height dependencies of the

vibrational column densities. As described in the fitting techniques section, the analysis determined

column densities for both thermal and rotationally excited components for each vibrational level.

For daytime conditions, there exists a trend for both the thermal and rotationally excited
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components to fall off by a factor of one hundred from tangent heights of 120 km to 250 km. The

nighttime profile also shows that the thermal component drops by a factor of one hundred, but the

rotationally excited component has more scatter than the equivalent daytime distribution. The

radiance levels of the nighttime quiescent spectrum are smaller by a factor of ten compared to a

daytime spectrum at the same tangent height. The emissions from the rotationally excited states are

just above the noise level for the nighttime scans. Since the R branch band head is the single largest

feature indicating that highly excited rotational states are populated, the fit has difficulty in finding

the corresponding P branch emissions in the noise.

The results from the EXCEDE MI mission shows that the electron-beam excited atmosphere

produces a vibrationally and rotationally rich spectrum, with up to ten vibrational levels determined

by the fitting routines. The thermal rotational distributions are described by the local kinetic

temperature for the altitude that the spectrum was collected. The effective temperature used for the

rotationally excited distribution is relatively constant, and a value of 4500 K was used in the final fits

to the data.

The results of the fits show that the ratio of rotationally excited to thermal molecules increases

with altitude, up to a ratio of one, which occurs at the apogee of the flight (115 kin). Correlating the

absolute column densities from the fits with the auxiliary instrument measurements will be used to

constrain the atmospheric models used to predict the amount of nitric oxide under auroral conditions.
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Abstraet

The critical ionization velocity (CIV) is an anomalous ionization mechanism firt proposed by Alfv•u.
Experiments have coairmed the existence of a critical velocity in laboratory experimenta, bat sounding
rocket experiments have been amliguous as to the existence of the critical velocity in the ionsphere.
The purpose of this paper is to produce upper bound estimate, of anomalous ion production in space
basd experiments of the critical ionization velocity. The analyis relies on the results of implicit particle-
in-cell simulations and a simple rate model to predict the number of ions produced as a neutral cloud
traverses a point in space. The model asumes a point release of neutral gas in the ionosphere whica
is meant to represent a typical sounding rocket experiment. The results of the model suagest why
strong evidence of CIV is not observed in spece band experiments. Space based experiments require
the anomalous ionisation procem to be ina/tied through seed ionisation provided by charge exchange
or other mechaisms. This seed ionization procem is too sow in space experiments to ignite CIV. The
results also indicate that some of the space based remlts can be accounted for by mauming a large
barium-oxygen charge exchange cross section instead of invoking anomalous ioniztion mechanisms.
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1 Introduction

Alflin (31 has proposed that a neutral gas propagating across a magnetized background plasma will undergo
an anomalous ionization when the neutral's drift energ perpendicular to the magnetic field exceeds the
ionization energy. This is the critical iouization velocity (CIV) procem. The "critical velocity" for the
anomalous ionization may be defined as

where m. and i,. are the mass and ionization potential of the neutral respectively.
The existence of the critical velocity has beeo verified in a aeries of laboratory experiments (see, for

example, Azais [4], Bressang [8], Denieluoe, [9), and Darnil"** and BDreamg [10)) involving a hydrogen
plasma drifting across a cloud of neutral helium. The experiments were designed so that the drifting hydrogen
would experience a colliuionless interaction with the helium neutrals as the clouds collided. Classically the
interaction between collisionles gases should be negligible and the hydrogen should be expected to drift
through the helium. Instead these experiments showed a strong interaction between the hydrogen and helium.
The interaction caused the relative hydrogen-helium velocity to drop to the critical velocity, electrons to heat
anisotropically along the magnetic field, and an increase in the plasma, density. The drop in the relative
hydrogen-helium velocity to the critical velocity is evidence of the CIV process at work.

Because of the succm of laboratory experiments, several expriments have also been carried out from
sounding rockets and satellites to test for CIV in the ionospheric plasma (e.g. Porcupine [18], Star of Lima
[361, Star of Condor [371 CRIT-I [32), and CRIT-H [31)). The results of them space based experiments
have in general been inconclusive or negative. Enhanced ionization, hot electrons and enhanced electrostatic
fields near the lower hybrid frequency have been observed in some experiments, but other experiments have
provided negative evidence of CIV.

The disparity between laboratory and space based experiments has led to further investigation of the
basic mechanism driving CIV. This research has included both analytical work (see, for example, Abc [1),
Goertz et eL [17), Motins et al. [28), Formueno et ai. [13), and Gsee [14)), as well as numerical work
[2, 23, 24, 25, 27, 29, 6).

This previous work has led to the generally accepted argument that CIV is a process driven by electrostatic
instabilities. The general sequence of events is that (1) seed ionization of the neutral background forms an
ion beam propagating across a magnetic field, (2) the ion beam is unstable to electrostatic instabilities (e.g.
the modified two stream instability (M2SI), (3) the M2SI effectively transfers energy from the ion beam
to the electrons, (4) the electrons heat to energies above the ionization energy of the neutrals, (5) further
neutrals are ionized by electron impact ionization by the hot electrons, reinforcing the ion beam and leading
to a positive feedback loop.

Numerical work using particle-in-cell (PIC) codes has been useful in verifying the nonlinear feedback
mechanism of CIV. The use of PIC code simulations however has been restricted by the computational time
necessary to complete a simulation. To reduce the times necessary for the simulations PIC simulations have
used unphysical mass ratios (nk /m. = 100) and reduced dimensions. As shown in previous work [6) the
restriction of reduced mass ratios may be relaxed by using the direct implicit PIC method [5). Reduced
dimensionality is still required however.

Since implicit PIC techniques allow for the use of realistic mass ratios but current computational lim-
itations still require reduced dimensions, fully consistent models of experiments covering a region of space
tens of kilometers in length and time scales on the order of seconds are not yet possible. The numerical
models do however provide much insight into the physical processes occuring during CIV and allow for the
development of scaling laws and numerical estimates of the times scales and anomalous ionization rates that
occur in CIV. Combining the estimates and caling laws obtained from simulations with a rate model to
determine the effects of CIV in an actual experimental release form the basis of this work.
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To be more specific, the simulation method used here is a one-4mensional, periodic implicit particle-in-
cell code as in previous work[(6. Obviously the use of a one-dimensional code does not allow effects such as
the rapidly decreasing neutral density from the gas expansion, losses of hot electrons, and polarization issues
to be directly simulating. Instead the simulations are used here to develop scaling laws of the time scales
and anomalous ionization rate associated with the CIV proess. These time scalm and anomalous ionization
rate are then used in a rate model to estimate the ion production from CIV during an experimental release.

Since the numerical modeling still requires great simplification over the experimental conditions, the focus
throughout the paper will be on producing "upper bound estimate of ion production by CIV, i.e. estimates
of the highest level of ion production which should reasonably be expected from CIV. A one-dimensional code
is consistent with producing the "upper bound! estimates that ae of interest here. The constant neutral
density and lack of escape mechanisms for hot electrons tend to produce the highest anomalous ionization
rate and fastest time scales for the CIV proces. These in turn lead to the highest production of ions which
can reasonably be expected from CIV.

The sections below will first discuss the simulations used to develop estimates of the time scales and
ionization ratm smociated with CIV. This is followed by the application of the results of the simulations in a
rate model used to develop upper bound estimates for ion production in CIV. The results of the rate model
are compared with the results of several different CIV experiments.

2 CIV Simulations of Space Based Experiments

The work begins with a set of simulations designed to provide insight into space experiments involving
CIV. As mentioned above the purpose of this section is to develop scaling laws for the time scales and
anomalous ionization rates associated with CIV. The simulations consider the gas nitric oxide propagating
across an ambient oxygen plasma. The gas NO is chosen since it was recently released during the IBSS
CIV experiments on board the space shuttle (STS 39, April 1991). Since the focus here is on developing
scaling laws, the precise model used is not critical since other simulations using different gases have shown
the results are applicable to other gases and collisional models.

The initial conditions for the current simulation are a quiet, Maxwellian oxygen plasma in a magnetic field.
The magnetic field is oriented so that B 5/BV,/-n = 1.0 and has a strength such that f(./wp. = 1.0.
The temperature of the plasma is lj = T. = 0.2eV. A neutral beam with a density n,,/n.o = l0s and
temperature T& = 0.2eV is propagating in the a-direction across the simulation region with velocity Vn.
As in the previous work [8] the neutral beam is not simulated directly. The neutral beam properties are
considered a constant over the course of the simulation. The simulations include electron elastic collisions,
non-resonant and resonant charge exchange and electron impact ionization. The collisional cross sections
are taken from the literature as functions of energy (for example, electron elastic (39], non-resonant charge
exchange (7], rexnant charge exchange [30], electron impact ionization [211).

The methc~oo/y adopted here is to first present a typical simulation of CIV and to discuss some def-
initions of chart.rt-ristic time scales that will be useful in describing the CIV process. After discussing a
typical run each portion of the CIV process will be described in turn. Again the emphasis here will be in
developing some semi-empirical estimates of the time scales involved in CIV.

2.1 Typical Simulation of CIV

Figure 1 shows typical results of the simulation (V./t' = 1.5 where v, is the critical velocity). The upper
figure presents the time history of the electron number and the bottom figure shows the electron temperature
as a function of time. As the simulation begins, an ion beam begins to form through charge exchange reactions
between the beam and ambient ions. This beam quickly transfers energy to the electrons through the modifiedP
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Figure 1: Typical simulation results. (a) Electron number vs time shows an exponential growth. (b) Electron
thermal energy vs time displays saturation.
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two-stream instability (M2SI). The energy transferred hea" the electrons. The procem continues with the
beam being formed and re-energized through charge exchange. The electrons continue to heat until they
reach energies sufficient for ionization. At this point the beam is quickly reinforced through ground ionization
while electrons are heated by the M2SI but lose energy to ionization. The electron energy saturates at a
point where the energy trandee from the waves is equal to the energy lost to ionization collisions. After
saturation the growth in the electron number becomes simply exponential and leads to a definition of the
anomalous ionization rat, ui:

N = exp(mi.t) (2)
N.,o

The following sections will be concerned with describing the simulations during these processes and
developing estimate. and scaling laws for the different time scales and anomalous ionization rate. The CIV
procem can be divided into four regimes: (1) an initial stage from t = 0 to r. involving the development
of the lower hybrid waves, (2) an electron heating stage from r, to ri, where, is the time at which first
ionization occurs, (3) a transient regime between r" and the ignition time %, where the electron temperature
saturates, and (4) an asymptotic state regime in which equation (2) is satisfied. Each of these regimes is
discussed in the following sections.

2.2 Initial Stage of CIV

As the simulation starts, charge exchange reactions between the NO neutrals and 0+ ions initiate an ion
beam. At this stage the beam is being created at a linear rate of

d =a (3)

where V.,.. is the non-resonant charge exchange rate given by

Lfare.@ 2< a,,rcev,. > n,,g.uc (4)

and a,.,. is the ross section, , is the neutral-O+ relative velocity and n,.,, is the neutral density.
As the beam begins to build it also begins to transfer energy to the electrons. As the first few ions

enter the beam some amount of time, r,, will be required to establish the lower hybrid wave spectrum that
eventually acts to heat electrons. During this time the energy transfer rate from ions to electrons should be
quite low since there is no coherent wave structure to act as the energy transfer mechanism. Linear theory
of the M2SI shows that the characteristic time scale for the waves in the M2SI is the lower hybrid period
(261. Hence r. can be expected to be on the order of a lower hybrid period, where the lower hybrid frequency
is given by ,.,=/== -,/ (5)

2.3 Electron Heating Stage

After the initial establishment of the wave spectrum the ions begin to transfer energy to the electrons. At
least during the very initial stages this energy transfer process can also be expected to be linear in time.
The total electron kinetic energy can be found by asuming that the fraction of energy transferred from the
newly created ions to the electrons is a constant, and that the time to transfer energy from the beam to
electrons is small compared to the time scale of interest (e.g. w- 1 < C171). Since the number of newly born
beam ions is simply given by no+ .,,,t the electron kinetic energy is given by

n.,(T. - T.o) = v.,..no (t - to)q 2 (6)
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where , i the fraction of energy transferred from ions to electrons and to = O(w-'). A discussion of the
possible values of q can be found in Formusno et al. [13] and were discussed in previous work [6). Thoan
discussions however focused on determining q in the limit where CIV is ignited and the electron temperature
is saturated. Under theme conditions Formisano correctly ignorus the original plasma ions because their
density becomes increasingly negligible with respect to the exponentially growing beam ion density, and
determines that if the ions are effectively unmagnetized ( v.1/f > I ) 1) = 2/3, and v = 0.025 for highly
magnetized ions. Previous numerical work [61 has confirmed the results of Formisno in the sme saturation
limit. In the current case however at early times when the background ion distribution dominate@, q remains
high even for time scales long compared to the ion gyroperiod. The results here indicate that for this initial
heating stage q can be expected to be initially high (m 0.5) and assuming it to remain high for the duration
of this period is consistent with upper hound estimates.

To verify the above comments Figure 2 shows the results for the initial stages of the simulation. The
upper figure shows the beam ion density while the lower figure shows the kinetic energy a a function of
time. As seen in the upper figure the ion beam density increases linearly in agreement with the remarks
made above. The solid line on the figure is the value predicted by the charge exchange rate using v, = V,.
The actual number of beam ions is somewhat above the value predicted by the charge exchange rate due to
statistical deviations since the number of particles created is still low.

The electron kinetic energy starts with a region of no detectable heating. This constant electron temper-
ature lasts on the order of 5000w• which is consistent with the local lower hybrid frequency of the beam
(w-' w 2000w- 1) assuming n&/n. = .01). After about 5000w-, the electron temperature begins to increase
roughly linearly. The rate of increase of the electron temperature is consistent with a constant efficiency of
q = .54.

2.4 First Ionization

The start of ionization occurs at r" when the energetic tail of the electron distribution reaches the ionization
energy, e, .,, of the neutrals. Although the exact electron energy distribution depends on many details of the
wave particle interaction heating the electrons, it is assumed here that the distribution can be characterized
by a bulk electron temperature that is equal to some fraction, f, of the ionization energy when ionization
begins, i.e.

To#:= fe ,. (7)

Along with equation (6) this observation gives the time required for the tip to reach ehi.,. After the tip
of the distribution function reaches the ionization energy of the neutrals ionization will not be observed for
some period after this related to the ionization frequency, i.e. 1... = vj*;-. Since the electrons will continue
to heat during this short time of rm, at the start of ionization the electron bulk temperature will be given
by

I 2
Te.,. = T., + rzc..iFmw va . (8)

assuming the efficiency remains constant and the temperature is increasing linearly. Now, r, may be found
by combining equation (6) and (8) and taking n. a n•,

"ri = t* + r + To#-To (9)
vn"reeffij"muV.,

The efficacy of equation (9) is indicated in Figure 3 which compares the results from the equation with the
results of the simulations. The model parameters derived from the comparison are included in the figure.
The efficiency q is about 50%, the constant fl,(r + "..n) is approximately 0.16, and f = T.e/e¢•,. 1 = .10.
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Figure 2: Initial stages of CIV. (a) Beam density. During the initial stage of CIV, charge exchange reactions
increase the beam density linearly with time. (b) Electron kinetic energy. Since the efficiency of energy
tranfer to the beam is constant, the electron kinetic energy also increases linearly.
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Figure 3: Time to first ionization. The vertical bars represent the results of the simulations, the markers are
the prediction of the equation (9). For the simulation results, the values plotted represent the range between
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Figure 4: Dependence of the time for first ionization on the neutral density. The results agree well over four
orders of magnitude.
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Simulations with other gases and other initial conditions indicate that theme values are insensitive to the
precise simulation values.

Figure 4 shows similar results as a function of the neutral density. The parameters are the same as used
in Figure 3. Good agreement is seen over four orders of magnitude.

2.5 Transition Phase

After the first ionization events the electron kinetic energy will continue to increase towards a saturation
value. An estimate of the time needed to enter the exponential phase can be obtained by defining the
"ignition time" as the time needed to reach the break point as illustrated in Figure 1. The ignition time is
a function of the detailed collisional processes and energy gain/osm mechanisms occurring after ionization
begins. In this regime the linear temperature increas? assumption used in the previous section is no longer
valid (the simulation shown in Figure 1 indicates the temperature continues to climb linearly well beyond
ri; other simulations indicate this is not universally true, the linear phase of temperature increase often
ends near ri). A specific expression for the ignition time is difficult to obtain however an estimate can be
obtained by considering the ratio of the ignition time to the time for first ionization, ,l,,,/rl. For most cases
the ignition time is roughly 3 to 5 times the time for first ionization. This estimate is roughly true as a
function of both velocity and density. Later, in considering the rate model of CIV, this transition regime
will be ignored by setting r1i.,, - -t. This is again consistent with looking for upper bound estimates of ion
production by CIV.

2.6 Exponential Growth State

The electrons continue to heat until energy losses to ionization and excitation are equal to energy added
from wave transfer. Once the exponential growth state is reached the plasma density increases as

dn. =n (10)

where a•.,. is the fraction of the electron population with energies above the ionization energy, and 'V is
just a redefinition of the anomalous ionization rate, Vif. = L~h/@f* The introduction of ao, and 4w, is
a simple acknowledgment of the fact that only electrons with energies above the ionization energy of the
neutrals are capable of ionizing. The precise magnitude of the anomalous ionization rate, v,,n, is difficult
to estimate a priori because it is sensitive to the details of the electron distribution function. However
the scaling of vi.. with the neutral velocity and density can be suggested tldrough simple arguments. The
redefined anomalous ionization rate can be written as

,,o =< vi>on (11)

where the angle brackets represent an average taken over the portion of the distribution function with
E > e0j.. Over the energy ranges of interest here the quantity < aisav > is assumed to be constant.

The remaining portion of the anomalous ionization rate, ai.., can be found by considering the idealized
saturated electron distribution function as given by Formisane et at. (13] and used subsequently by Lai et el.
(221 and others. In the idealized case the hot tail of the electron distribution function simply has a constant
density from below the ionization energy to the beam energy. For this distribution function the fraction of
electrons with energies above the ionization energy is simply proportional to the beam energy. Combining
this with equation (11) gives the scaling law for the anomalous ionization rate,

(V2 _ VI)/V 2  (12)
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Figure 5: Anomalous ionization rate vs neutral beam velocity for NO. Below V,/VC = 1, vg./(i Pi 0. The
anomalous ionization rate increases quickly as the neutral velocity exceeds the critical velocity.

Although derived through very simple arguments the simulations as described below confirm the efficacy of
this result.

The anomalous ionization of NO is first considered as a function of the neutral beam velocity. For
these runs the neutral density is chosen such that N,,/N.,o = 10s. Figure 5 shows visa/fli after electron
temperature saturation for NO as a function of the neutral velocity (V,,/V). The markers shown in the
figure represent data points from the simulation results. The solid lines are a fit to the data points. As seen
in the figure, for V./V. < 1, vlIn/i m 0. This is expected since below the critical velocity no anomalous
ionization should be observed. Above the critical velocity however the anomalous ionization rate quickly
increases. The excellent agreement between the fit and the data indicates the ionization rate's dependence
on the energy of the neutral beam.

Also of interest is the effect of the neutral density on the ionization rate. Figure 6 shows &,,/(J as
a function of the neutral density, N./N..In this figure the neutral beam velocity was held constant at
V,/VC = 1.5 while the neutral beam density was varied.

The ionization rate is seen to scale linearly with density up to a density of N,,a,/Nso o 107. That is, forNV.,IetNeo < 107

\N.,o)

Above Na.,/N.o m 107 the ionization rate begins to level off. At these high densities the growth in the
ionization rate decreases because elastic collisions destroy the hot tail of the electron distribution function.
This corresponds to a transition between the "collective' and "resistive" forms of CIV discussed by Machida
and Geerb (23].

Finally, although scaling laws have been obtained for the anomalous ionization rate, obtaining an ex-
pression for the absolute magnitude is much more difficult. The values shown in Figure 5 were obtained
directly by measuring the slope from a semilog plot of the electron density as a function of time after the
electron temperature saturated. These values tend to indicate values of the anomalous ionization reaction
rate, visa = O(f1j). Unlike the scaling laws derived above, however, these values may be sensitive to the
actual inputs into the simulation. To account for this the rate model below will consider a wide range of
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At higher densities, the transition from collective to resistive becomes evident. (The solid line represents a
spline fit to the data)

possible values of &q. centered around the values measured from the simulations. It should be kept in mind
however that although the scaling laws for vi. can be derived, the actual magnitudes of Pi., are based on
empirical measuements from the simulations.

3 A Simple Rate Model

The simulation results provide estimates of time scales needed to initiate CIV as well as scaling laws for v,..
In addition, although a specific formulation for Yvm has not been developed, the simulation results suggest
quantitative estimates of vi./Qj = 0(1). Since full three-dimensional PIC code simulations representing
space experiments are not yet computationally possible, this section now uses these results in a rate model
to estimate the yield and spatial extent of ion production in space releases. As before, the focus here is on
upper bound estimates of the production of ions.

The analysis begins by considering the convection of a neutral gas across a magnetic field. Once a sufficient
time has passed to heat electrons to the ionization energy the neutral gas will begin to undergo ionization at
the anomalous ionization rate, vi... Based on the results of the above simulations the anomalous ionization
rate will be assumed to scale linearly with the neutral density. With this assumption the anomalous ionization
rate may be expressed as the product of a reaction rate, pa, and the neutral density, i.e.

pio = pan,, (14)

where po is independent of the neutral density. The undetermined factor in the equations is the reaction
rate, pu. This reaction rate is taken from the simulation results.

Newly created ion-electron pairs, created at a rate ponn n, are assumed to remain on the the magnetic
field line on which they were created. Ignoring electron losses along the field is clearly consistent with looking
for the maximum creation rate. it is less clear what the effect is of ignoring plasma transport across the
field. There is both observation and theory [19, 15, 16, 121 to suggest that when a drifting plasma stream
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is "born" with sufficient density relative to a background plasma, a polarization electric field will develop
and the newly born plasma will continue to drift rather than braking in the ambient plasma rest frame.
This electric field is created because (in the absence of full polarization) the cycloid motion of the new ions
and electrons displaces them in opposite *v x B directions, creating charge layers on the stream boundaries
and an electric field that reduces the cycloid separation and induces a drift in the plasma. In the limit of
a dense "new" stream covering a large area, the net drift velocity will just be that of the center of mass of
the mixed plasma. For smaller less dense streams, the net drift and polarization field strength is difficult to
estimate since it is subject to dissipation of the charge layers into the ambient which effectively couples a
greater ambient plasma mass into the mix. For the scenario considered here it is postulated that if significant
polarization occurs during the charge exchange heating period the effect would be to suppress CIV because
heated electrons would be convected to regions of lower neutral density where (as will be shown below) CIV
is less likely. Ignoring the effect is therefore consistent with seeking upper bounds. If polarization occurs
after ignition of CIV, the effect would again be limiting since if the net drift with the background is limited,
the free energy available to the plasma instability will also be limited. Further, it is at least self-consistent
to ignore the effect here since it is precluded by the geometry of the simulations. With these assumptions,
the plasma density at a point then may be assumed to increase as a result of the ionization process, i.e.

m= pon,,n. (15)Ot

Again, the assumptions leading to equation (15) are consistent with the approach of producing upper bound
estimates for the occurrence of CIV.

Solving the above equations requires three steps: (1) determining the neutral density as a function of
time for given initial and boundary conditions, (2) finding when the ignition time criterion is satisfied, and
(3) solving for the electron density as a function of r and t using the anomalous ionization rates determined
in the previous section.

4 Neutral Models

The macroscopic properties of the neutral gas may be found from taking proper moments of the distribution
function, f,. The governing equation for f, is the Vlasov equation, hence the macroscopic properties of the
neutrals may be found from a solution of

of+V Vf. & (16)

where v,, is the neutral velocity and (Of,./8t)€ represents a source/sink term due to ionization of the neutrals.
At least for the initial stages of CIV, a reasonable assumption is that only a small fraction of the neutrals
will be ionized. With this assumption, the right hand side of equation (16) can be ignored giving simply

09A+ v VA = 0 (17)

The approximation to the shaped charge velocity distribution used here is

t/Vh O<V<Vh
AV) = 0 otherwise (18)

where via is some maximum velocity. This simple velocity distribution is cfiosen to be a reasonable repre-
sentation of typical [181 shaped charge releases as well as to make the integrations in the following analysis
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tractable. A comparison with the actual velocity distribution of typical space releanses shows that the fiat
distribution function may underestimate the number of ions moving at above the critical velocity. This may
slightly violate the "upper bound" assumptions which have been built into the model elsewhere. However
the results indicate that the dominate factor affecting CIV comes from the density drop associated with the
neutrals' expansion into a spherical solid angle and not the precise form of the velocity distribution, per se.
Therefore, considering the analytic simplifications, the use of the somewhat idealized distribution function
shown in equation (18) seems to be justified.

An initial condition is also needed. The initial condition chosen here is that the neutrals are initially
located between r0 and r, and exhibit a I/r 2 dependence on the radial distance, i.e.

nnr = 0)= C o other < r < r,
Sotherwise(19)

In order to match typical experimental conditions, Co is chosen as 4 x 1022 m-1 to achieve n. = 1016 m-3
at r, = 200 m. The choice of 10's m-3 is relat-kJ to the cutoff due to the windowing effect as discussed
in previous work(6], while the r, = 200 m lengsn is consistent with the start of ionization in the Porcupine
data. The lower length of ro = 56 m is chosen to provide 1034 neutral particles within the initial volume
assuming a conic half-angle of E = 13.5". The velocity vi is taken as 13 km/s. With these initial conditions
the neutral density as a function of position and time can be found by solving equation (17) ,- f(:-, v, t) and
integrating over velocity space. The result is

4 r,-:L max(ri, ro) < r < el

%.(r > r ,t) = mx(r, (20)

S0 otherwise

where r' = ri + vtt and r0 = ro + vht. This expression is simply a geometric expansion into the spherical
solid angle li/t 2, with a correction term (ri - ro)/(vt) to account for the velocity distribution. A pictorial
version of the neutral density at several different times is shown in Figure 7.

5 Ignition Time Analysis

As shown in the simulations, for the space based experiments, the time to start CIV ( i.e. the ignition time)
is about 3r, to 5r, where r, is given by equation (9).

In this section the time to first ionization, rl, is determined for the neutral gas releases and compared to
the transit time, Tg,, of the neutral gas past a given element of plasma. For CIV to ignite the transit time
of the neutral gas must exceed the time to first ionization, i.e.

Ti < Tt, (21)

The simulations were all performed at a given neutral velocity and density. However, as the results for the
neutral model indicate, the density and velocity at a point in space will vary in time. In order to expand the
results of the simulations to the current situation a simple integral representation is adopted: the electron
energy at a point in space is assumed to follow

T, = T.0 + J YmnVn < Oeu.ceev > nndt (22)

over the linear regime. ThA term < Oncr.:v > is introduced here as the rate for Ba - 0+ charge exchange
reactions. At this point however the model might be considered somewhat more general by considering the
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Figure 7: Model Neutral Density for Porcupine. The neutral cloud expands outward from the release point.
The neutral density quickly drops during the expansion.

< ur.,v> term to represent the production of barium ions not only from charge exchange but from all
non-CIV processes including, for example, the stripping reaction Ba+0 - Ba+ +O-i-e. Although reactions
other than charge exchange have been considered as the seed ionization mechanism for CIV (Lai et a. [22)),
it seems most likely that the charge exchange reaction dominates the non-CIV production of ions. Because
charge exchange is likely the dominant seed ionization mechanism, the rest of this work will continue to
include in the analysis only charge exchange for the seed ionization process. This is also consistent with the
simulations which did not include seed ionization mechanisms other than charge exchange.

The time to first ionization is given by Ti where r" satisfies
,o~ 1 2

Too - To ] ,•1m. V,2 < o'nres.v > .,dt (23)

and to is the time at which neutrals first arrive at the point (the small constant r. + i-, - O(wLII) has
been ignored here). Equation (23) is somewhat more clearly written as

fVn 2 96o+T1
7".# - T.0 e = 17 IV. < M ax nrv >, n.dt (24)

where 7" = T/(m,,V.1/2) = T/(e¢,j), and (V,/V/) are evaluated at their maximum values (again consistent
with looking for the upper bound for the occurrence of CIV). In addition, the reaction rate, < arerv >, is
assumed to be a constant.

The integral of equation (24) is simplified by taking (V,/Vc)m.. = (vi sin 8/1V), where 9 is the angle of
the neutral release with respect to the magnetic field. Most experimental releases have been performed with
the velocity vector of the neutral jet directed at an angle to the magnetic field. The inclusion of 9 in the
definition of (Vn/Ve)mn. is necessary to include this effect in the model and simply states that the component
of the neutral velocity perpendicular to the magnetic field is important for CIV, not the full velocity, vA.

39



Rearrnging equation (24) results in

roh r. - r.0 rov ndt (25)-"Co <,..._, 2 - Co ,.
)"<1 /

where to = (r - rl)/vh. Physically, the parameter f represents the (nondimensonaliszed) characteristic time
necessary to heat electrons to energies sufficient to begin ionization. The parameter C as also convenient in
that it contains several parameters (e.g. %, Co, 7",0 - 7") which either contain some uncertainty or vary for
different experimental conditions. When the results are presented for various values of f, the emphasis will
be on the variability of the crom section o,,.... It should be remembered however that different values of (
may also be thought of as corresponding to varying values of the other parameters included in the definition.

The integral appearing in equation (25) will reappear throughout the work. Performing the integral
results in the definition

G(r> r,.,,,t,)E j ,,,,dt=l • =. ,log-("1)+ -• log(l)+t'-t.] to t.<t' <e t. (26)

lsog to < e <_ t,. < ,,
where tes (r - ro)/=.o(

Using the definition for G, equation (25) results in
1.0°--% G-(r, to, t') (27)
Co

The solution to equation (27) can be found through a simple iterative procedure: calculate to using the
second condition of equation (26); if the criterion to 2_ t' is violated, calculate t" from the first condition of
equation (26) (which requires a Newton-Raphson iteration or other root finder since this equation is now
transcendental).

Once the time to first ionization is known the criterion for CIV to start is that the transit time, Tt,, of
the neutrals through a plasma element be longer than the time to first ionization, ri < Ta,. The transit time
can be considered as the time between the arrival at a point in space of the first neutrals and the arrival of
the last neutrals still moving at the critical velocity, i.e.

=r - ro . - r, (28)T V,/ : sin 0 vh

The desire is to compare the results of equation (27) with the results of equation (28) for parameters
similar to those of experimental releases. The simulations suggest reasonable numbers which may be used
to estimate the time for CIV to start in barium. The values used here are T.0 = .1e# = .5 eV, T.0 = .2 eV,
and it = .5. In addition, as in Porcupine, uv = 2.7 km/s, vAh = 13 km/s, and 9=28".

Figure 8 compares the time to first ionization, ri, and the transit time, T,,. Since the value of the barium-
oxygen charge exchange cros section is not accurately known, the solution is shown for a series of values
of < Cosesv >. The cros section used varies from 10-17 CM2 to 10-14 cm 2 in order to cover the range of
crows sections assumed by various authors (in the following, all cross sections will be specified at an energy of
8eV). The cross section reaction rates, Pnress, therefore vary from 3.3x 10-12 cm3/s to 3.3x 10-9 cm3 /s. The
corresponding values of f (s 10-1 to 10-1, respectively) are also included on the figure. The exponentially
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Figure 8: Ignition time and transit time for "Porcupine' release. The exponential-like curves are the time
to reach first ionization. The linear curve is the transit time. For CIV to ignite, the ignition time must be
les than the transit time.

increasing curves shown on the figure ae the time to reach first ionization for the stated value of C, as given
by the solution of equation (27). The times are shown as a function of the down range distance from the
release point (as. = rsing). The linearly increasing line is the transit time as a function of s.L (equation 28).
As shown in the figure the criterion for CIV to ignite (T, > r•) is only satisfied within several hundred
meters of the release point for , = 10-.7 cm 2 , while CIV ignites out to a horizontal range of about
3.5 km for r., = 10-14 an=. This is an important result in relation to the Porcupine experiment. The
results of Porcupine indicate enhanced ionization out to sa. =15 km from the release point. Even with the
largest charge exchange cram section assumed here (u,,. N 10-14 cm 2 ), CIV cannot be achieved beyond
3.5 km. The results here indicate that CIV should be much more localized than the results of Porcupine
indicate. One factor not considered in the original analysis of the Porcupine data was the charge exchange
contamination of the results. Smeasou et eL[34J have suggested that the charge exchange crows section may
be as large as 10-14 cm 2 . In the following section the possibility that much of the observed ionization during
experimental releases was due to charge exchange reactions will also be considered.

6 Exponential Growth Phase

The previous section determined when first ionization would occur for the different neutral models. In this
section the exponential growth phase of CIV is examined, and the fractional increase in the plasma density
is determined.

Ionization begins at the time to + rt. Consistent with the strategy of producing an upper bound, the gas
is assumed to enter its exponential phase immediately upon reaching T i, i.e. the transition phase described
in the section describing the simulation results is ignored. Equation (15) gives the fractional increase in the
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plasma density as
ndt =exp fpoG(r, to + r, to + Tg,)] (29)

The results for n., r, and Tt, from the previous sections can be used to solve this equation for the fractional
increase in plasma density.

For the Porcupine release the density model is given by equation (20). r, and Tj, are found from
equations (27) and (28) respectively. The plot of n./n.o as a function of as. shown in Figure 9 is informative.
The figure shows the results for various values of the electron heating rate, f, and the anomalous ionization
reaction rate, p0, in order to account for uncertainties in the analysis. The figure shows two values of f,
10-3 and 10-4, corrsponding to charge exchange cross sections of approximately 10-"1 cm 2 and 10-14 cm2

respectively. Some uncertainty also exists in the anomalous reaction rate, p0, since barium has not been
simulated directly and some controversy exists as to the cram sections. The results of the previous section
do suggest however that the anomalous ionization rate should be in the range of pa = 10- 1 to 10-16 m3 /s.
These actual values may however depend more heavily on the specific inputs into the simulations than the
scaling laws used elsewhere in the analysis. To account for the possibility of substantially higher or lower
po's, the results in the figure shown range from Pa = 10-17 to Pa = 10-14 m3 /s.

In agreement with the ignition time analysis the results here show that CIV does not exist except within
several kilometers of the release point. In fact, although first ionization will be achieved within 3.5 km for
the t = 10-4 cae, substantial increases in the plasma density due to CIV are only observed within about
3 km. Similar results we obtained for other values of f: increases in plasma density attributable to CIV are
confined to within at most several kilometers of the release point even for the largest anomalous reaction
rates.

Considering the results of the simulations and the "upper bound! assumptions that have been built into
the current model the most likely anomalous reaction rate to be achieved in an actual experimental release
will probably be w 10-11 m3/s. As seen in Figure 9, for an anomalous reaction rate Pa w 10-16 m'/s, a
peak increase of about 30% in the plasma density is achieved near the release point. The enhanced plasma
density also decreases to negligible values within several hundred meters of the release point. For even lower
anomalous reaction rates only a small increase in plasma density is seen even near the release point.

The results again have important implications for sounding rocket releases. Because of the decreasing
neutral density as the neutral cloud expands from the release point, the time necessary to heat electrons to
begin ionization, and the magnitude of the reaction rates likely to be achieved, CIV will not be an efficient
ion production mechanism in point releases. Instead, fractional plasma density increases of m 30% may occur
within the first several hundred meters of the release point. Beyond several hundred meters the ionization
rate due to CIV is negligible.

The relation of these results to the actual experimental evidence obtained from Porcupine is discussed
below.

7 A Comparison of "Porcupine" Results

Up to this point, the electron density as a function of the radial distance from the release point has been
determined. In this section these results are related to the experimental measurements obtained during the
Porcupine release.

In Porcupine two main results were obtained: (1) An estimated 10% of the total neutral population
was ionized within 9 sec of the release, and (2) a densitometer tracing taken above the terminator gave the
relative intensities.

The densitometer measurements are an indication of the total number of ions appearing above the
terminator. The results in the previous section focused on the electron density as a function of radial
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Figure 9: Fractional Ionization for Porcupine. The plasma density is seen to be enhanced by CIV only within
several kilometers of the release point. For po = 10-16 m3/s, the plasma density is increased by a maximum
of only 30%.
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distance. For purposes hee the number of beam ions appearing above the terminator in mumed to be
related to the number of ions produced at a radial position, r, integrated over the spherical volume and
projected to a perpendicular distance:

I(s.L/sin) = I(r) = 2r(1 -cooe)r 2n. (30)

In addition, the total yield, Y, of the release may be found by integrating the number of barium ions produced
over all of space and normalizing by the initial number of neutral barium atoms, i.e.

Y = a(1 - come) r 2ntdr (31)

where N6 = 1024 is the number of initial neutral barium particles.

The ion beam density, n&, has contributio'ns from CIV and charge exchange, i.e.

nb = (na)... + (n,)cjv (32)

where the CIV component is determined from equation (29) using (nh)cv = n. - n.o, and the charge
exchange component can be found from solving

-t9 = b .= iarnoR = Pmreec.ano+ (33)
at

The remaining parameter needed in order to calculate equations (30) and (31) is the oxygen ion density,
no+. For the determination of the time to first ionization the variation in the ambient ion density was ignored.
On the time scale c-f seconds of interest here the results show this may no longer be a good assumption.
Because of the high barium neutral density and possibly large charge exchange cross section, substantial
depletion in the ambient oxygen number density may occur near the release point. In experimental releases,
of course, the actual level of depletion is determined by the rate of depletion, the flux of ambient oxygen
from more distant regions into the depletion region, development of electrostatic forces which may enhance
the "refilling" of the depletion region, and other factors. These details of the depletion are beyond the scope
of the current analysis. Instead, two limits are considered. In the first limit the depletion of the the oxygen
will be ignored, i.e. no+ will be taken as a constant. In the second limit the oxygen will be allowed to
deplete, but the "refilling" of the depletion region will be ignored, i.e. the oxygen density in the depletion
region will be allowed to go to zero. The actual expermental results should be somewhere between these two
limits.

For the first limit, the background oxygen density is assumed to be a constant. In this case equation (32)
becomes

nb = p,,.no+ n%.dt + n. - n.o = pnre.,Rno+ G(r, tot) + n. - n.o (34)

In the second limit, the ion beam density at a point is related to the electron density and ambient ion
densities through

nb + no* = n,. (35)

where the ambient ion density is calculated from

8no. = -un,-..Ro÷ (36)

giving

= exp - Pnrecunndt = exp [-pnrc..G(v, to, t)] (37)
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The intensity and yield as a function of #.L can be calculated from equations (30) and (31). These last
step. are carried out numerically, and the results of I vs. si are presented in Figures 7 and 7 for several
different assumptions on the cros sections. Here, it can also be shown that depletion can be ignored for
the purpose of calculating the ignition time, ti. At ?1, G(r, to, t) may be eliminated in equation (37) using
equation (27). Evaluation of equation (37) yields less than 4% depletion at r, for the assumed parameters.

Figure 7 shows the model results at 9 sec assuming a non-resonant charge exchange crom section of
10- 14 cm 2 for B1-0O+ (f f 10-4). The top panel is a linear x-axis, while the lower panel is just the top panel
replotted with a log x-axis to emphasis the effect of CIV near the release point. Results are included for three
different values of the anomalous ionization reaction rate (po = 0. (no CIV), 10-16 m3/s and 10-15 m 3/s),
with and without ambient oxygen ion depletion.

The figure clearly shows that the effect of CIV is small at the asumed values of anomalous ionization
reaction rates. Little difference is seen between the results with and without CIV except quite near the
release point. In these results nearly all newly formed ions occur through charge exchange; the CIV portion
is not significant except within perhaps several hundred meters of the release point. Also included in the
figure are markers representing the results obtained by Haerendel during Porcupine. The shape of the relative
intensity curve is seen to agree well with the Porcupine results except near the release point. Near the release
point the experimental results are bracket by the depletion/no depletion limits. It should be expected that
a more complete model of ion depletion in this region would increase the agreement between the model and
experimental results.

The given value of total ionization for Porcupine was 20% of the neutrals with velocity in excess of the
critical velocity. Equivalently, this represents roughly 10% of the total ion population. The current results
assuming f = 10-4 (W.,. = 10-14) and p0 = 0 gives 1.3% ionization within 15 km of the release, assuming
a background density of no = 2 x 105/cm'.

Figure 7 shows similar results, but assuming =10- 3 . Here, a difference does appear between the results
with and without CIV, but this difference is only significant within approximately 1 km of the release point.
According to this result, which corresponds more closely to the charge exchange cross section assumed by
Hnerendel, the results of Porcupine should have produced a more intense streak within lkm of the release
point than was actually observed. In addition, this model produces only .13% ionization.

The good agreement between the calculated intensity profiles and those observed for the Porcupine release
for s.L > I km is strong evidence for ion production by charge exchange alone. This conclusion is further
strengthened by demonstrating that if CIV occurs, the CIV-produced ions should be confined to a more
limited region near the release point than actually observed in the Porcupine release. There still exists
however the discrepancy between the calculated yield of ions and the ions observed in Porcupine. At this
point, this discrepancy must be attributed to either (1) an ambient plasma density that was an order of
magnitude higher than the quoted value, (2) a Ba - 0+ charge exchange crom section even larger than the
maximum assumed value, 0(10-14), (3) errors in the photometric determination of yield, or (4) extensive
cros field transport of the CIV ions. Only the fourth option admits the possibility of CIV.

8 Comparison with other releases

The results discussed so far have been applied to Porcupine. In this section the implications of these results
for the other barium and strontium releases are discussed. More specifically, this section discusses the
hypothesis that Porcupine did not observe strong CIV over the entire 15 km range, but instead that much
of the observed ionization was due to charge exchange. The effect on charge exchange is consistent with
many of the other CIV results observed in space based experiments. In fact, by considering the results of
CIV experiments, a probable range for the Ba - 0+ charge exchange cross section can be developed.
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Figure 10: Comparison of Charge Exchange and Anomalous Ionization in Porcupine. The curves represent
the relative intensity calculated from the current results (f = 10-4). The markers are the data of Porcupine.
In this cue, the contribution to ionization from CIV is almost insignificant except for the highest Po =
10-sm3 /s. Even with po = 10-1 5 m3 /a, ionization due to CIV is significant only within about I km of the
release point. (a) po = I0-I m3/s, without depletion; (b) po = 10-"$ m3/s, without depletion; (c) p0 = 0.
m3/s, without depletion; (d) po = 10"' m3/s, with depletion; (e) po = 10-1' m3/s, with depletion; (f)
po = 0. m3/s, with depletion; The total calculated yield is 1.3%.
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Figure 11: Same as Figure 10, but with E = 10-3. This case results in .13% ionization of the neutral barium.
(a) po = I0-15 m3/s, without depletion; (b) po = 10-16 m3/s, without depletion; (c) po = 0. m 3/s, without
depletion; (d) po = 10-I m3/s, with depletion; (e) po = 10-16 m3/s, with depletion; (f) po = 0. m3/s, with
depletion;
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8.1 Bubble Machine:

Bubble Machine was a charge release performed in full sunlight consisting of both Ba and Sr [11]. The Ba was
expected to photoionse while the Sr was observed for evidence of CIV. Bubble Machine observed up to 50%
ionization of the Sr. The error in this figure may however be up to a factor of three. Unfortunately the large
uncertainty in the experimental results makes it difficult to judge this release. The oberved ionization of the
Sr however is consistent with the conclusions drawn for Porcupine. In Bubble Machine the photoioniuing Ba
would act as a rapid wsed ionisation mechanism. This seed ionization through photoionization of Ba would
likely lead to a more rapid electron beating than observed in Porcupine. The increase in electron heating
would decrease the time to first ionization of the Sr and ultimately lead to enhanced values of Sr ionization.
Hence "pumpinu of the CIV process through photoionization of Ba likely led to the enhanced ionization of
Sr observed in this experiment.

8.2 Star of Condor, SrOO:

Star of Condor was a radial strontium release [371. The release produced Sr moving at all angles to the
magnetic field. Since Sr does not photoionize on the time scales of concern for these experiments, the
Sr - 0+ charge exchange crow section is believed to be no larger than 10-16 cm 2 , and roughly 50% of
the released Sr was estimated to have velocities in excess of the critical velocity, this release was expected
to provide an excellent example of the operation of CIV in the ionosphere. The results however indicate
virtually no ionization occurred.

The Stg0 release was a conical Sr release occurring at an angle of 45" to the magnetic field [381. A faint
field aligned ion streak was detected, but it could be accounted for through photoionization. If ions produced
by CIV were present, the maximum yield was estimated to be 0.18% of the Sr. Like Star of Condor, Srt0
failed to provide evidence of the existence of CIV.

The negative results of these two Sr releases is not unexpected in light of the current work. The small
Sr - O+ charge exchange cross section makes these releases substantially different from the Ba releases.
Virtually no charge exchange contamination should be expected in the Sr releases. Without CIV no significant
ionization should be observed, and indeed minimal ionization was observed in these experiments.

8.3 Star of Lima:

Star of Lima was a barium release carried out from a sounding rocket that overperformed [20, 36, 37]. The
overperforming rocket exposed the released barium to more sunlight than expected. The results of the
experiment indicate that approximately 5 x I020 of the 1024 released neutrals (.05%) were ionized. Torbert
and Newell [361 point out that this level of ionization can be accounted for through photoionization in this

experiment. However, using a charge exchange cross section 7 x 10-15 cm 2 at 8eV, the measured ambient
plasma density of 2 x 104 cm-3 and other parameters similar to Porcupine, the current model predicts about
.05% of the neutrals would be expected to ionize through charge exchange. Hence, assuming a large crows
section, charge exchange reactions can account for the number of ions produced in Star of Lima.

The relative roles of the photoionization and charge exchange mechanisms in producing the ions is not
clear from the experimental data available in Star of Lima. It is clear however that CIV does not need to
be invoked in order to account for the ionization observed.

8.4 CRIT-I:

The CRIT-I eiperiment consisted of two conical barium releases performed approximately 45 km below
the solar terminator apd directed upward toward sunlight [32]. The angle between the axis of the jet and
the magnetic field was 45*. In CRIT-I, diffuse ionization was observed several 10's of km's away from the
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release point. The analysis of the experimental data led to determination of a time constant for ionization
of 1800 sec . In their analysis of the experiment Stesb.ak-Nielsea et al. 1321 assumed a barium-oxygen
charge crow section of 10-s cm 2 , giving a time constant for charge exchange of 70000 sec. However, using
the assumed value of 10-14 cm 2 , the time constant for charge exchange is 1400 sec. Clearly, if the large
Ba.O+ charge exchange croe section is correct charge exchange can account for all the ionization observed
in CRIT-I.

8.5 CRIT-II:
Like CRIT-I, CRIT-I1 also consisted of two barium shaped charges [33, 31, 35]. Similar results were obtained
in each release. The releases were performed 100 km below the terminator at an angle of 58" to the magnetic
field [31]. CRIT-II observed diffuse ion production at a calculated rate of .8%/sec. In addition, substantial
fluxes of high energy electrons [35] and intense electric field near the barium lower hybrid frequency [20] were
both observed from in-situ diagnostics.

Originally, using an analysis similar to that used for CRIT-I, ions produced by charge were not considered
a significant ionization source. Subsequently, charge exchange contamination of CRIT-11 has been examined
by Swemnsn et al. (341. Using a value of 10-14 cm 2 , charge exchange is shown by Swenson et al. to account
for the entire .8%/sec ionization.

8.6 Other Observations:
The predictions here that space releases of Ba will lead to substantial charge exchange reactions, but not
CIV are also consistent with the in situ measurements of hot electrons and lower hybrid waves made during
Porcupine[18] and Star of Lima (20, 35]. According to the theories developed here the charge exchange
reactions should form an unstable beam which will act to heat electrons through the M2SI. In the case of
sounding rocket releases the time scales are such that explosive growth in the plasma density is not achieved
in CIV, yet the lower hybrid waves of the M2SI and the hot electrons should still be observed. This is indeed
the case in Porcupine and Star of Lima.

Finally, a review of the space releases indicates some empirical correlation between increased ambient
plasma density and CIV-like processes (enhanced ionization, hot electrons and lower hybrid waves). The
releases observing the highest levels of enhanced ionization (Porcupine and CRIT-Il) were performed at the
highest ambient densities [35]. The hypothesis that charge exchange reactions are the source of the observed
enhanced ionization is also consistent with this empirical correlation. Higher ambient plasma densities will
lead to an increased rate of charge exchange reactions.

9 Summary

As the comparison above shows, the results of CIV experiments, with the possible exception of Porcupine,
indicate the Ba - 0+ charge exchange cross section at 8eV may be bracketed between 7 x 10-Is and 10-i 4

cm 2 . When compared to the Porcupine results, using these large cross sections and the model developed here,
the spatial extent of ionization observed in Porcupine may be explained by non-CIV processe although the
yield produced by the current model still predicts substantially less ionization than reported in Porcupine.
If the high yield reported in Porcupine was caused by a CIV event, and is not attributable to measurement
errors, the models used here indicate that extensive polarization and cross field transport is required to match
the observations. Without this effect CIV ionization must be confined to within at most several kilometers
of the release point.
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ABSTRACr

The analytic kernel in the space-time domain for the Frechet derivative of
acoustic waveform data with respect to changes in the slowness model is given by

the Born approximation solution to the integral equation of waveform scatering.

coitioning operators in the solution of this forward problem, which may

incorporate a priori information and approximate solutions, are smoothing operators
in the imaging problem, the first iteration of a nonlinear inversion for the slowness

model Some preconditioning operators are determined for solutions to the
parabolic wave equation, and then used to create new sensitivity functions that

retain appropriate characteristics of the true Frechet kernel in forward calculations.

The new sensitivity functions define near-source, near-receiver and far-field

kernels, as well as kernels which exhibit an amplitude decay off the ray yielding

ray-perpendicula sensitivity that scales with the Fresnel zone size. A sample

calculation from a synthetic crosswell imaging experiment shows the utility of
introducing physically appropriate model smoothing directly into the sensitivity

function of the forward problem, helping to obtain a geologically reasonable image

of the velocity model when ray coverage is insufficient.
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[NTRODUCTION
Tomography is used to invert seismic travel times for an esdmate of the

background velocities within the propagating medium (Stork and Claym 1991),

and researchers have incorporated numerous advances into recent algorithms

(Vidale, 1988, 1990; Lines and LaFehr, 1989; Bregman, et aL, 1989; Borrfeld,

1989; Luo and Schuster, 1991; Moser, 1991; van Trier and Symes, 1991).

Methods that use the amplitude as well as the phase data ftom the scattered

wavefield ar• important for increasing the resolution in imaging (Mora, 1989; Pratt

and Goulty, 1991). Diffraction tomography (Devaney, 1984; Widliamson, 1991)

and wave-equation tomography (Woodward, 1992) move beyond traveltime

inversion to focus on the information in the full waveform, and it is clear that the

waveform data are sensitive to mome than just the geometric ray path between the

source and receiver (Cerveny and Soares, 1992). Wave equation methods are

needed to model the total wavefield.

The nonlinear relationship between pertarbations in the velocity model and

perturbations in the waveform data can be addressed through an iterative algorithm,

using the local linearization, or Frechet derivative (McGillivray and Oldenburg.

1990) of the forward scattering problem in each step. A realistic model of the earth

can be inferred from an imaging experiment, the first iteration in a nonlinear

inversion, given a priori knowledge of physically coinect earth models in the form

of model parameter constraints or covariance smoothing functions (Beydoun and

Mendes, 1989). Using a preconditioning operator to help solve the integral

equation of the scattering problem introduces the same operator into the linearization

of the forward theory. This preconditioning operator in the forward problem

incorporates exactly the data and model covanance information required for

smoothing the inversion. The first section of this paper describes the relationship

between the preconditioning operator in the scattering problem and the smoothing

operator for imaging.

The next section of this paper shows the development of the parabolic wave

equation with perturbations from an initially homogeneous slowness model This

problem is cast into its integral equation form, and the Born approximation gives
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the analytic Frechet derivative for use in waveform tomographic imaging, where a

source function is assumed to be known. Instead of using simply the geometric ray
path (T'in and Ugolini, 1990, Carrion, 1991; Michelena and Harris, 1991; Singh

and Singh, 1991), the Frchet derivative kernel for the scattered wavefield

innuduces the two dimensional sensitivity function in ray-centered cooarinazes

corresponding to a wave path (Woodward, 1992). The monochromatic Frechet

kernel describes the sensitivity to perturbations in the background medium of the

amplitude and the phase of the seismic signal. Tbe shape and bandwidth of the

solution after completing the forward calculation incorporates sensitivity to both

-a-smission and wide-angle scattering within the propagating medium. .The

analytic form of other sensitivity functions are introduced which inchlde smoothing
tansvee to the ray while retaining appropriate physical Iharacteristics of the true

linearized solution of the forward problem. Use of these preconditioned Frechet

kernels in the space-time domain imaging problem automatically applies my-based

smoothing constraints to waveform dam, and this is illustrated with two imaging

examples from a synthetic crosshole seismic survey. Applying appropriate image

smoothing is mapped to defining preconditioning functions which incorporate a
priori knowledge or approximate solutions in the forward theory, and the

smoothing is acc~omplished in a single waveform tomographic imaging step using a
modified sensiuivity kernel

MATHEMATICAL FORMALISM

Solving the integral eguation of scatterin

Introducing a model perturbation 8m into the homogeneous differential

equation defined by the differential operator L, the new wave equation for the
scattering problem is (L - n~r) ) uýr) = 0. The new wavefunction solution u=

ui+us defined at positionr is the sum of the incident and scattered wavefields,

respectively. Since the model perturbation becomes a force tenr for the original

wave equation, a solution of the resulting inhomogeneous equation is obtained by

writing the scattered wavefield as an integral over the new force and the Green's

function solution for the original equation. For a source at r. and with the time
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dependence given by 4, the Green's function Q at receiver • due to a secondary

source (scatterer) at r' gives an integral for the scattered wavefield

usrr ,t) -fdr GA,( tiLe) Wnei) uW, r.,0)()

The result for die scattered wavefield in equation (1) is general and can be

applied to a variety of surface and volume scattering problems (e.g., Kennet. 1984;

Snieder, 1986). A powerful method for solving equation (1) is by iteration, Le.,

putting successive approximations for u into the right hand side of the equation.

This cmams a Neumann series solution, and choosing u - ui in the first iteration

yields the Born series. For an unperturbed equation with a delta function source,

uj-QG. When the amplitude of the scattered wavefleld is small relative to the
incident wavefield (u,<< u1), equation (1) can be linearized, Le., higher order terms

in u. (in 8m) ame neglected. The first iteration of the Born series, or the Born

approximaion to u is given by

US(r, r, t) = f dr' GA(,- t I) 8m(c') Gi(e" t I ro) a F m . (2)

The right hand side of equation (2) can be associated with the linear term in a Taylor

expansion of the data as a function u - f(m) of model parameter m. Equation (2)

defines the Frechet derivative operator F whose kernel is given by the product of

the two GrOen's functions. Lnearizing the scattering problem implies that all

multiple interactions with the scamtig medium ame neglected. Feynman path

summation over all possible scattering paths between the source, scatering field

and the receiver formalizes this (Feynman and Hibbs, 1965) and yields the same

result as in equation (2) when only single scattering is considered (Clayton and

Stolt, 1981). For the scattered wavefield us = u-ui = 8u, equation (2) can be

rewritten to define the kernel D of the operator F
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5,,t) = F8m f dl D(rj(.;) nf) 3

The ondel D is the Fechet derivative operator kernel, or sensitivity nctio

defining the weight given to model e on which describes the variatio in

the data relative to changes in the model.
Using equadon (1) for u , u - us = a is of the genral form A (u) = ui where

A is a known linear operator acting on the unknown function u, and ui is known.

The first ie of a genral irave method for solving doese types oequa
looks like (Kleinan and Van den Berg, 1991)

umaU = UO% acllC(a 1-A%). (4)

When a, I 1, and C is equal to, the identity operator (I). equation (4) is fte fims
imteaon in a Neumann series; and when u.n then (4) becomes the Born
appomnatioen. Kzrchhoff diffraction is described completly by singe scaterig.
thus the Born appoximation gives the exact solutn to, this difflaction problem.
The forward problem is complicated by the fact that the Born maon is not
always sufficient, and indeed the full Born ser is not always convergem. In
equaion (4), cL Iis a relaxation parme"er for the first eratiom and C is a
pnconditoning operator chosen to help convergnce of th iterative: scheme for die
forward problem.

Rearanging terms in equation (4), letting au I cc, and using equatim (2)
to define the operator A for the scattering problem of equation (1) gives a relation

for a8uu-ui

&I (c&CF)&n. (5)

The operato c&C is introduced into the fomward heory and modifies the mre
Frechet derivative operator. If ctC is the identity operator, the result of equation (5)
is exactly that of equation (3). As a function of source and receiver positions , •"

scattering position r' and time 4, the operator C can be designed to achieve a number
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of preconditioning procedures through the operator product (czC)(F). including

asymptoic and approximate solutions as well as data and model weighting. This

corresponds to the application of a distorting function (Much. 1992) which

attempts to compensate for the difference between the incident field and the actual

field.

Inverse theory and imaging

Imaging of model perturbations is the result after the first iteration in an

iterative inversion algorithm. Equation (5) is in the form of a simple

(nonsymmetric) linear operator equation, and hence an iteration scheme can be used

to solve for the model perturbation Sm as used to get equation (4) for the data.

Letting the preconditioning operator for this inverse problem be the adjoint of the

linear operator (a C F) of equation (5), and setting &n*=O and ac,=13 for a first

iteration result as in equation (4), the imaging is

1 . p(acF)" 8u. (6)

With a=1 and C=I in the forward problem, and P3=1 in the inverse problem, the

imaging result of equation (6) (for F real) would look like 8m& - V 8u, and full

iteration would define the normal equations for the generalized inverse. Related to

linear filter theory, this imaging result is a match filter and the inversion is a
deconvolutional filter for a known source wavelet when the model parameter is the

reflectivity of the medium (Cardimona, 1991). Related to single-step

migrationfinversion (Beydoun and Mendes, 1989), the image is a migration of the

data, and the inversion result is given by the deconvolution of the image by a

Hessian correction.

With a nontrivial C operator, the imaging solution given by equation (6)

becomes a modified gradient solution (Tarantola, 1984) where the preconditioning

operator helps to accelerate convergence and/or simplify the computations. The

result in equation (6) relates exactly to that obtained after the first iteration of a

conjugate gradient algorithm. In order to minimize a weighted combination of
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prediction error and model covariance size, the first iteration of a gradient method

for determining changes in model parameter m is proportional to (Tarantola, 1984;

Carrion, 1989)

am1 - C j' S, (7)

where F* is the adjoint ofF (F*=' for real F), and C, and C. are the least squares

functonal weighting operators, equivalent to the dam covariance and model

covariance matrices for the discrete problem (Tarantola, 1986). The right hand side

of equation (7) defines the adjoint operator (Tarantola, 1987) acting on

perturbations in the dam as used in equation (6), and shows that the preconditioning

operator C of the forward problem can be defined to contain within it the data

weighting given by C. and the model space smoothing given by C.. Introducing C

as a weighting function with respect to source and receiver positions, scanme

position, frequency or ume can help to suppress the influence of noisy dam on the
inversion, alter he expected resolution for the model parameter or focus the

inversion on a specific range of flequency, offset or time.

With no preconditioning operator, a model perturbation estimate is of the

form 8m 1 =&nlwF' u. The kernel for the transpose operator FP in the inverse

problem is the same as that of F in the forward problem, but the operation is over

the transposed variables. Using equation (3) with a receiver rj, source at r. and

time dependence given by t, the model perturbation estimate at r' is

&1im,(11)=Xdt D(r , r3,t ;i:') u(r , E,t) .(8)

n.j 0j

The transpose operator in equation (8) incorporats a conutacuon over the

time variable within the data window T, and this correlation operation becomes the

imaging condition. The summation (stack) over all source and receiver positions

incorporates he information from all the dam traces available. A nontrivial

preconditioning operator C in equation (5) defines a new sensitivity function for the
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forward problem and thus intrduces a smoothing function into the imaging

equation (8) and the inverse problem.

PARABOLIC WAVE EQUATION APPLICATION

Forwar n e in ml

Starting from the scalar Helmholtz equation with wavenumber k,

ý=+O•+k2=0, let ý(x,y) - exp(i kox) P(xy) define the wavenumber ko

associated with the initially homogeneous background medium. For frequency c,

introduce slowness s as the model parameter such that am=k. With a background

slowness s., let (s-so)-,& be the perturbation in the model. Putting * into the

Helmholtz equation gives a differential equation for P(x~y) in which the P= term is

neglected. Noting that (k2-k. 2) = w2(2s.Ss + 8s2) and neglecting the 8s2 cum, the

parabolic equation for P(xy) is given by

Pyy + i 2cs) s Px = -20)2 so 8s P. (9)

Applying the parabolic wave equation requires the use of relatively high frequencies

and rays that diverge relatively slowly (Graves and Clayton, 1990. Wapenaar,

1990). When 8s=0 (free particle), introduction of a delta function source gives the

exact Green's function solution (Mathews and Walker, 1970) needed to solve the

inhomogeneous equation (9). After linearizing the solution for P as in equations (2)

and (3) (with frequency Q)

P- P = P I = f dx' f dy' i o P0 K(x,y,c ; x',y') 8s(x',y') , (10)

where [i oPoK" .5o,x',y')] is the monochromatic Frechet derivative operatcr

kernel for this problem, acting on slowness perturbations Bs(x',y') to give

perturbations Pl(x,y,co) in the data. Note that equation (10) is set up directly for

extension to the Rytov approximation (Devaney,1984; Rajan and Frisk, 1989),

where the scattering is associated with a complex phase term Ws= PI/%o. Since the
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Rytov approximation can be achieved through an extension of the Born theory, this

paper is restricted to the study of the function K of equation (10) which defines the

weight applied to the model perturbation at point (x',y'), as felt at the receiving

point (xy).

Without loss in generality, the rectangular coordinate system is translated so

that the source is at (0,0), and rowed so that the x-axis is the linear ray path

between the source and receiver, putting the receiver at the point (XO). After

making this change of variables, the function K for the Born approximanon

solution in (10) is in the form

K(X,o) ; x',y) -Lf exp [(' 2  x2zH
H II C 2H2  J()

H has dhe units of distance and controls the amplitude variation in the ray-parallel

direction, giving the correct singularities at the source and receiver

H - (X.-x') (12)
X ca S.

When 8s-O in equation (10) the scattered wavefield P1 = 0, and P = Po the

free space solution. When the perturbation in the background slowness is a
constant Ss=Bso, the integral of (10) becomes, after making the change of variables

described above and using equations (11) and (12),

I = iWJ8~44fy x[~j() (13)= o -•joy 2H2

The integral of (13) is solved with the help of a useful definite integral
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dx e"* U (14)

With (14), equation (13) becomes

I -O i 8s/) 8 i oes0 s dx' = i o)Ss.X. (15)
0 0

Equation (15) gives the correct phase change due to the perturbed slowness field, as

seen from

(-L -, exp(I (k-k.lX] -Ii ). X + 0(,.: 2 ) (16)

With a linear trend in y, there is no perturbation in the phase or amplitude
of the dam P, since the y'-integral of the odd linear function against the even
Gaussian y' dependence in the function K is zero. This is correct for X small
compared to the radius of curvature of the perturbed ray. For a quadratic in y' as a
slowness perturbation given by Ss(x',y') =z (y') 2/2, then equation (10) becomes

P'oSf 2~j-f 'dy eXp[ i ( y. ' .)
FL [ i 2 H(402 ]( ) (17)

o0 2H

The integral in (17) is solved using another useful definite integral which can be

obtained from (14)

= jdCea.2 2 = . 2 (18)

Using (18), equation (17) becomes
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Vt' 0 x iX (JX ,~)2 (19)

so that

P + p (20)
To Po 12 s.

When the second derivative of the slowness is negative (Q<0, as in a low velocity

acoustic channel), equation (20) gives the correct amplitude focusing described by

the geometrical spreading equations of ray theory (Cerveny and Hron, 1980).

Figure 1 shows the amplitude and wrapped phase for the function of equation (11).

From the phase variation in the transverse coordinate, it is clear the ray feels a
region around the classical ray path (Woodward, 1992), and the scale of this region
relates to the Fresnel zone size. The amplitude of this kernel is more curious,

having no variation in the transverse coordinate at all.
In the following discussion, some integral operators are defined which,

when applied to the exact Frechet derivative kernel given by equation (11), create

new sensitivity kernels for the forward problem that retain the appropriate analytic

scattering results of equations (13)-(20). With a transformation operator kemel

given by o, a new function K. is defined by

X m

Kg(X,Q);x',y) = J dx"j dy" K(X,w ; x",y") o(x",y",w ; x',y') , (21)
0 -M

so that a new form of equation (10) is

Pi dx' fdy' i Co K$(X,c ; x',y') 8s(x',y') (22)
0

64



If a(x",y",(a;x',y') = 8(x"-x')8(y"-y'), then K,=K and (22) becomes exactly

(10). Note that a could be a function of source and receiver positions as well, and

then (21) would define an operator over the (x,y) coordinates of (10). Using

equations (21) - (22) and interchanging the order of integration shows that the

function a acting on the Frechet kernel is actually a smoothing function on the

model parameter changes 8s(x',y') (Cardimona, 1993).

With the results of equations (15) and (20) as criterion for defining a in (21)

and (22), the analytic expression of a small class of smoothing functions can be

determined and is given by

a(x",y",CO;x',y') - 8(x"-x') ..-•'. exp( _L y_-i •) , (23)

where H is the same as in equation (12), and F is another function of X, x', so and

SIThe smoothing operator of equation (23), when used as in equation (2 1) to get

a new sensitivity kernel, exchanges H with the function F in equation (11). That is,

with (23), K, is the same as K in equation (11) except that the function F describes

the my-parallel amplitude dependence. When F = H in equation (23), then K, = K.

Introducing three other possible functions for F that still retain the correct ray theory

scattering results in the discussion of equations (13)-(20) defines different ray-

parallel dependence

F = 3 O- so F and F = , (24)

describing near-source, near-receiver, or far-field x'-dependence in the sensitivity

kernel, respectively.

Another class of smoothing functions, again determined using equations

(15), and (20)-(22), give interesting sensitivity kernels. With H and F given by

(12) and (24),
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O~"'"(Ox -' 8(x"-X') 14 exp H .. )2 -iJ (25)

Using the helpful definite integral

Jdxexp(- ax' -) Fiji exp(-2 I-a) (26)
x2 a

equations (11) and (25) together with equation (21) yields

K,,,o;•, - • exp (-i ) exp,[ ('r'-A) 1 (27)

With F=H in equation (25), equation (27) is a sensitivity function with the correct

ray-parallel amplitude dependence, but including an exponential damping tenr
perpendicular to the ray. The physics of wave propagation details that the phase

contributions to the integration in equations (10) and (22) from the y' coordinate

(ray-perpendicular) damp out away from the ray due to incoherent stacking away

from the stationary path. The amplitude of the kernel given by (11) does not reflect

the Fresnel zone sampling of the ray. Incorporating the amplitude decline away

from the classical ray, the kernel of (27) retains sensitivity relative to the Fresnel

zone width while putting limits on the my-perpendicular integration for the terms in

the Born series (Figure 2).

The functions given by equations (23) and (25) are preconditioning

operators in the forward problem to help the Born approximation be more accurate,

or help the Born series converge (Cardimona, 1993). For example, the far-field
kernel has no square-roon '•ingularities at the source and receiver, thus allowing the

forward iterative method to be more stable. In the imaging problem, the

preconditioning functions work to smooth out the sensitivity variation of the Born

kernel.
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Inverse =blem

For the imaging problem, a solution in the form of equation (8) is sOughL

Referring back to the original inhomogeneous equation (9), let

ikx.*1- e JPI(Xj,0) * 5U('j ,t) (28)

be the perturbation in the time-dependent data for a source and receiver pair defined

by position r. and distance Xj. This particular forward problem is then given by

Bu =,t) = f dx'f dy' K(r,t,; x'.y') Ss(x',y') . (29)

In equation (29) the forward response for a set of frequencies is calculaed, and

then the Fourier transform is applied to get the time dependent kernel x

.r~;X in de~ [c) coe,.x, (30)
j 03ti .XX%,t"; Xy') = do) e°• i coWO W e PXiA KY);xy) (0

W(o) is the source wavelet signature, and K is a sensitivity function from the

linearization of the forward problem. The tramspose of the Imrnel ic in equation (29)

corresponds to the application of the same sensitivity function on the damn,

integrating over the transposed variables., Comparing with equation (8), the

transpose operation involves an integral over time and a summation over all source

and receiver combinations

8s(x',y') = E Jdt -(,,tc; x',y') 8u(.r,t) . (31)
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RESULTS

Svnthetic crosswell imagirZ

Figure 3a shows the geometry for a synthetic scamtr imaging experiment

in a simple crosshole waveform tomography problem. Five sources at 50 m
spacing in well #1 and five receivers at 50 m spacing in well #2 gives 25 source-

receiver pair records. For 8s a point perturbation in the middle of the model at

(.25,. 10). the calculated gradients of the model update after a single iteration am
shown in Figures 3 and 4, the results using the exact sensitivity kernel K from

equation (11) and a smoothed version K, from equation (27), respectively. The

synthetic seismograms are calculated for perturbation from a constant velocity

model in a 10-60 Hz band, for each of the five shots and five receivers using

equations (I0)-(12) and (28)-(30). Then, using equation (31) for each of the

sensitivity functions yields images of the slowness perturbation.

Comparing Figures 3d and 4c, the Born.jradient result is clearly the best;

although it still shows some horizontal smearing of the point perturbation due to

lack of surface data. The inversion damping associated with the use of K& is most

pronounced where data coverage is sparse, as seen in the single shot gather imaging

of Figure 4a&b and near each well in the full gradient results of Figure 4c,

compared with Figures 3c-d, respectively. It is clear from the selected shot gathers
(Figure 3b&c and 4a&b) that using the smoothed sensitivity function K does the

job of damping the inversion, yielding qualitatively more desirable results. Figure

5 illustrates this through another example of the reconstruction of a constant

background slowness perturbation (Figure 5a) using only five records from a shot

at position #3 at depth 100 m. (as in Figures 3c and 4b). The gradient calculations

have been modified by a function which helps to make up for the known poor ray

coverage (Figure 5b). The imaging result using K, (Figure 5d) is clearly the better

reconstruction of the constant perturbation, in contrast to the image using the true

Born kernel (Figure 5c).

DISCUSSION

In imaging experiments, the variation in model parameters is sought, and

geologically reasonable results are achieved with the help of smoothing functions.
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Preconditioning operators in the forward theory incorporating approximate

solutions and a priori information become smoothing operators in the imaging

problem. Using analytically determined sensitivity functions in ray centered

coordinates for perturbations to the parabolic equation, this paper develops a
specific application to imaging using full waveform dam in a tomographic

experiment where only phase information (wraveltime data) is often used. The

analytic extension of these ideas to more iterations in the inversion is not triviaL In

waveform inversion, it is the action of the adjoint operator to the forward problem

acting on the dam residuals which yields the required update in the model. When

the adjoint is other than the exact transpose of the forward (Born approximation)

operator, it acts to smooth the gradient in the inverse calculation in order to help the

convergence of the iterative scheme. It is from the solution to the forward problem

that physically reasonable smoothing operators for the inverse problem can be

determined. The smoothing operators developed in this paper were defined for

specific cases to correspond with the Born approximation results in the forward

calculations. However, any type of smooching normally helps convergence, and

physically reasonable operators defined from approximate or asymptotic solutions

in the forward theory are enticing and easily introduced directly into the imaging

step.
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FIGURE CAPTIONS

Fig. 1. The amplitude and (wrapped) phase in ray-centered coordinates for the

monochromatic Frechet derivative of the parabolic wave equation: (a) phase at 10

Hz; (c) phase at 60 Hz. The amplitude variation in (b) is qualitatively the same for

both frequencies, differing by a scalar. (d) The geometry for a source at (0,0) and

a receiver at distance X=0.5 km from the source. All spatial coordinates in kmi.

Fig. 2. Plots of the amplitude and (wrapped) phase for a preconditioned sensitivity

function associated with the parabolic wave equation at specific frequencies: (a)

and (b) 10 Hz; (c) and (d) 60 Hz. The ray-centered coordinate geometry is as in

Figure Id.

Fig. 3. (a) Geometry of a simple cross borehole tomographic experiment. (b)-(d)

Example gradient calculation (imaging experiment) using the true Born kernel for a

point perturbation in the modeL (b) and (c) are the contributions to the gradient

from the record gathers for shot #1 and for shot #3, respectively. The full gradient

update (the image) of perturbations to the background slowness is given by a sum

of the contributions from all 25 data records in (d).

Fig. 4. Example gradient calculation (imaging experiment) using the smoothed

sensitivity function KY for a point perturbation in the model. The cross-hole

geometry is as in Figure 3a, with horizontal and vertical scales in km.

Fig. 5. (a) The slowness perturbation to the constant initial model for the forward

synthetics is taken as a small constant positive value. The cross-hole geometry is as

in Figure 3a. (b) The ray coverage through the medium for the single shot gather,

used to modify the gradient calculations. The darker the plot, the less ray coverage.

(c) Image using the Born kernel and modified by a function as in (b) describing the

poor ray coverage. (d) Modified image using the smoothed kernel K,.
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Abstract

The preconditioning operator used in solving the integral equation of the

forward scattering problem is shown to be a smoothing operator introduced into

a calculus-based optimization technique to create an image of model

perturbations. Some preconditioning operators for solutions to the paraxial

wave equation are analytically determined from the physics of the forward

scattering. The qualitative nature of these preconditioning operators is described

showing how they become smoothing functions on the model space of slowness

perturbations.
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Integral equations that arise in scattering problems describe the

wavefunction (data) in terms of a perturbation in the potential The Neumann

series is one example of more general iterative methods which can be employed

to get a solution to the forward problem. The particular iteration method by

which the forward problem is solved has direct significance when looking at the

linearization of that solution for use in the inverse problem. With the operators

defined in physical space, the intuitive description of the preconditioning

operator used in solving the forward scattering problem defines appropriate

smoothing operators in scatterer imaging, the fist iteration result in an

optimization technique to solve the nonlinear inverse problem.

Introducing a model perturbation Sm into a differential equation defined

by the operator D yields the forward scattering problem for wavefunction 0 at

positions r

( D - Sn(r) ) 0(r) = 0, (1)

where the solution 0 = 0i + ýs is the sum of the incident (background) and

scattered wavefields. Equation (1) can be solved by writing the scattered

wavefield as an integral over the Green's function solution to the original,
unperturbed wave equation with a delta function source. Letting this Green's

function be G., a solution can be written as, for a receiver at r and scattering

points r' in the medium,

0(r) = Oi(r) + f dr' Go(rlr') Sn(r') 0(r') a 0i + K • . (2)

The scattered wave field in (2) is defined by the integral operator K.

Designating the operator (I-K) to be L (I is the identity operator) gives an integral

equation of the second kind

Lý 0 = • (3)
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A general iterative scheme (I] for solving (3) is given by

n

On n- O. + I XLnmC (Oj -L ým~i (4)
mMI

In (4), C is a preconditioning operator, and the an. are coefficients to help

convergence of 4 to the solution ý. Equation (4) yields the Born series

solution when C=I, the identity operator, amc=O, m<n; a..= 1; and 0,= 0.
Letting a 1 1=a, the first iteration of (4) is

* a- (I+aCK)oi. (5)

With c.I and C=I, (5) is the Born approximation which describes single
scattering within the medium. If the Born series is convergent, it corresponds to

the geometric series expansion of the formal solution of (2) and describes the

resolvent R from the Fredholm solution to the integral equation, ý=(I+R) ýi
(2]. In the Born approximation, the true Green's function of the resolvent R is

approximated by the Green's function from the original homogeneous equation

given by the operator K in (2). For example, Kirchhoff diffraction is described

completely by single scattering, and the Born approximation gives the exact

solution to this problem.

Complicating the forward problem is fact that the Born approximation is
not always sufficient, and the full Born series is not always convergent. For the

Born power series in K obtained from (4), a comparison series to % can be

introduced,

I*n1 -< IOjImax IGoInax 18mrmu I r - r1 i, (6)

where It2 - r1l is symbolic for the size of the domain of the kernel (G. 8m) of K.

Then, by the ratio test, convergence of the Born series is assured if
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IGoI. 18ml. I r2 -r,1 < 1 (7)

For a norm 11 -11 on the Hilbert space where K of (2) is defined, the condition (7)

is related to the convergence condition given by the spectral radius a(K)

cy(K) -f lira Il Kal11 < 1 .(8)

When the Born series is not convergent, a preconditioning operator
introduced via (4) can help to achieve convergence [(1 ]. The operator C in (5)

corresponds to the distorting function (3] which attempts to compensate for the

difference between the incident field and the actual field. This preconditioning

operator can help the linearization to better approximate the resolvent, thus
helping convergence where the constant a has only limited effec. A relation

similar in form to (7) can qualitatively describe a convergence criterion after the

first approximation in (5),

IGOlmax 18mma I r2 - r, I < I/a (9)

Here (1G' 8m) is the kernel of the operator (C K] of (5). The parameter cc
relaxes the size restriction on the magnitude of 8m, and the operator C is

designed to restrict the magnitude range of the Green's function and/or the size

of its domain of integration.

The calculus-based optimization problem for determining the perturbation

in the model 8m from changes in the recorded data 8d relies on an equation such

as (5)

8i d * -= (aCK)ý. a (ctCF)8m . (10)

F is a new integral operator defined by the product of the Green's function of the

original homogeneous equation and the incident wavefield. The right hand side
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of (10) is associated with the linear term in a Taylor expansion of the data with

respect to changes in the model. Letting a = 1 and C = I, the operator F is

exactly the Frechet derivative.

Noting that (10) is similar in form to (3), a solution can be obtained for

8m with an iteration scheme as in (4). Letting the preconditioning operator for

this inverse problem be the adjoint of the linear operator (a C F] from the

forward theory (since the inverse problem is not symmetric), and setting 8m,=0

and c1j =I , the imaging result 8mr is

S=13 (acF)"Sd (11)

With a = I and C = I in the forward problem, 3 = 1 in the inverse

problem and F real, the imaging result of equation (11) is 8nm = Ft d. For this

special case, the imaging result corresponds to a match filter, and the full

inversion becomes a linear deconvolution of a known source wavelet, when the

model parameter is the reflectivity of the medium [4]. Assuming the existence of

a for convergence of this linear inversion, the appropriate scaling factor is

equivalent to normalizing by the zero lag term of the source autocorrelation and

by the time window length of the data trace which is the domain of F in this

example.

In obtaining analytic results, the operator C of (4) is often taken to be the

identity for a symmetric problem and the adjoint of L for the nonsymmetric case
[1]. For computational purposes, preconditioning is most often determined

through matrix methods (5]. The preconditioning operator C can be introduced

based on the particular physics and geometry of the given problem in order to

introduce asymptotic forms and approximate solutions which may help
convergence of the forward iterative scheme. The inversion result (11) then

becomes a modified gradient solution (6] where the operator C may help to

accelerate convergence and/or simplify computations in determining the model

perturbation. Minimizing a weighted combination of data residual and solution

size yields

85



Si- e C, F*CI 8d (12)

as the first iteration result in a conjugate gradient least-squares inversion

algorithm (6]. In (12), e is a constant related to 3 times (x in (11), and C, and
C4 are the least squares model and dam covariance operaors, respectively. The

manspose of C in (11) is a model space dependent data weighting operator,

incorporating a priori model and data covariance information as in (12). Single

scattering described by the Born approximation can completely deemnine the

model perturbation (7] so that in the inverse problem the transpose of the

preconditioning operator must either help to describe the medium fully and use

all the data for imaging, or it must become a model smoothing function to

suppress the nonlinearities (multiple scattering) that are present in the data which

will corrupt the image.

An example problem starts with a constant velocity background medium

described by wavenumber k., and a change of variable O(x,y)=exp(ikex)P(x,y)

transforms the 2-D scalar Helmholtz equation ýx,1 4y,+k2=0 into the paraxial

equation for P. Introducing a perturbation into the background slowness &=(s-

s.), where wsO=k. (for monochromatic wave of frequency Q) gives the equation

Pyy + i 2co s. P, - -2 o 2 s. 5s P . (13)

With the exact Green's function for the paraxial equation (2], the solution to (13)

can be linearized

p- I = J dx'J dy' c(x,y,CO,x',y') (G co as(x',y') , (14)

where the term (i co P. Kc I is the Frechet derivative operator kernel, or sensitivity

function for this problem. After a simple change of variables which translates

the source to (0,0) and rotates the coordinates so that the x'-axis is the linear ray
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path between the source and the receiver a distance X away from the soirce, the
function ic for this problem looks like

1C(X,O),xy'y) 2x 2H 2 42H 2  4~(5

H has units of distance and is given by

H = (X-x') x' (16)

The linearization given by (15) defines the Born approximation kernel for the
paraxial wave equation, and it has been used to describe acoustic propagation in

a cross-borehole seismic tomography imaging experiment [8]. For the following

analytic results, a useful definite integral is

Je'u2 dx = •Lj , (17)

from which one can derive

- (fJeudx) = xe2 dx -- a2 (18)

When there is no model perturbation, 8s(x',y')=O in (14) and P1 =O, implying no

scattered component in the wavefield P. With a constant perturbation
8s(x',y')--6s, using (17) yields

f= dx' fdy' K(X,Ca,x',y') ( i co 8s) = i cO soX (19)

80 7
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which is the correct phase change as seen from

-L - I [exp(i w8sX) - I ] - io8sX + O(18s.o1) (20)
PO

Letting the perturbation be linear in y', Bs(x',y')-ay', (14) becomes

= f dx' fdy' ic(X,w,x',y') ( i co ay') = 0 , (21)
PO 0

since the integration over y' of the odd linear function against the even Gaussian

function in (15) is zero. This result is correct for X small compared to the radius

of curvature of the perturbed ray, which is consistent with the assumptions made

in using the paraxial wave equation. Using (18), (14) can be evaluated for the

harmonic oscillator problem where the slowness is a quadratic in y'

P o dx' f dy' c(Xcj,x',y') ( i = 12s-' (22)

Equation (22) describes the correct amplitude focusing (defocusing) given by the

geometrical spreading equations [9] for a low (high) velocity channel in which

the second derivative of the slowness is negative (positive).

Using (10) to define the operator C with kernel a gives a new functionr

for use in (14)

ic,(X,O,x',y') = f dx" f dy" ic(X,cO,x",y") a(x",y" I x',y') (23)

The function a can be a function of frequency and sourcetreceiver geometry as

well as that of the scattering points within the medium. Appropriate functions

for a can be determined under the constraint that the ray theoretical results of

(19), (21) and (22) be retained. For the class of functions given by
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O(x",y' I x'y') = 8(x'-x') (I~ exp( )-L Y. - ) (24)

the new kernel r is exactly like in (15) except F replaces H. In order to retain

the ray-theoretical results, F must equal H itself or it must satisfy

F= , F= - or F (25)
3wxs 0  3o) s. &(os 0

which describe near-source, near-receiver and far-field x'-dependence in the

sensitivity kernel, respectively. Using the far-field kernel derived through (23),

(24) and the third term in (25), the square-root singularities at the source and

receiver are eliminated so that the convergence criterion in (9) is easier to

achieve. Another class of functions for a is

a(x",y" I x',y') = 8(x"-x') I. exp H y" ") 2 (26)
FF y" 4

where F is as defined for (24). Equations (24) - (26) can be determined with the

aid of the two useful definite integrals

Jexp(ax2+ bx) dx .a exp("b.) (27)

and

f exp( - a bx2 ) dx = T,,• exp(-2 ) ). (28)
0 

X

The new kernel obtained using (26) in (23) with (15) is
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K~s(X. €o.x',y°) x(L x[ Y"29
=F I 21 F F 4 (9

Equation (29) describes a sensitivity function having ray-perpendicular
amplitude variation that scales as the Fresnel zone size, with the sensitivity
damping out away from the classical ray. The square-root singularities of the
sensitivity function defined by (29) can be controlled by the choice of F as with

the kernel obtained by (24). Also, the practical numerical integration range over
y' can be reduced due to the exponential decay term (exp(-Iy'l/F)), so that the
convergence criterion (9) can be achieved.

The functions defined by (24) and (26) are model space smoothing

operators in the inversion solution of (11). Using (23) and interchanging the
order of integrations, equation (14) shows the true sensitivity function given by
x acting on a smoothed version of the model parameter

X

= fdx' dy' a(x",y" I x',y') 8s(x',y') (30)
0

The inverse problem is transformed into one of recovering the smoothed model
parameter defined by (30). After the rotation of coordinates to get equation (15),

the three sets of rectangular coordinates used in equations (14) and (30) are
coincident, and (30) gives the relationship between the amplitude of the model

parameter field in the two image-coordinate systems. Figure 1 shows the simple

geometry for a source and a receiver a distance of .5 km apart. The examples in
Figures 2 and 3 show 2-D plots of smoothed slowness models for a 50Hz

monochromatic wave and a background velocity of 2 km/sec giving a Fresnel

zone scaling halfway between the source and receiver of about 0. 1 kIn. Starting
from an initial model pemarbation of a constant value along a line parallel to the-

ray path (x-axis) in (30), the function (26) gives a more slowly varying model

parameter distribution that can be recovered in an imaging experiment.
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Figure 2 with F=H and Figure 3 with F the far-field term of (25) are

similar, each showing new scattering amplitudes spread to both sides of the

classical ray, incorporating the uncertainty in phase accumulation relative to the

stationary phase path. When a scattering point is along the ray path y'=y=O
(Figures 2a and 3a), the slowness amplitudes are smeared by the smoothed

sensitivity kernel into a constant value across the transverse coordinate given by

the scaling function F. With a scattering position further from the ray path

(Figures 2 and 3,b-d), the scattering amplitudes are smeared from the original

scattering location with increasing amplitude away from the ray path. Correct

image reconstruction is attainable with sufficient ray coverage, where stationary

points constructively interfere using the phase accumulation of the sensitivity

kernel for each ray path relative to the true scatterer location. In the case of poor
ray coverage, smoothing can become important for creating a physically

reasonable image [8]. Smooth models also help iterative inversion methods to

be more stable. When a smoothed image is desired, defining the smoothing

function through the preconditioning operator in the forward theory may be

advantageous in allowing for approximate solutions to directly incorporate a

priori information into the inversion.
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Figure Captions

Fig. 1. Geometry in ray-centered coordinates for 2-D slowness model around a

straight ray connecting source and receiver positions. Distances in kin.

Fig. 2. Ray-centered geometry of Figure (1). Slowness models given by the

smoothing function in equation (26) with F=H. Original slowness

perturbation was a line at y equal to (a) 0.00, (b) 0.02, (c) 0.05, (d)

0.08 km.

Fig. 3. Ray-centered geometry of Figure (1). Slowness models given by the

smoothing function in equation (26) with F equal to the far-field scaling

term of equation (25). Original slowness perturbation was a line at y

equal to (a) 0.00, (b) 0.02, (c) 0.05, (d) 0.08 kin.
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Long period seismic dam exhibit coherent phases from te discontinuity at
660 km depth within the earth ("the 660") 1.3 and these dam suggest that
topography of the boundary corelates with regional tetMic ftMs 4 ; but thes
damt awe limited to a lateral resolution of more than 1000 km. The analysis of the
moveout of short period S-to-P conversions at the 660 (S660P) requires that the

discotnuity near subduction zones be about 25-30 kam deeper than the global
average 5A. howvevr, the small-scale lateral variation in the vicinity of the slab has
yet to be imaged. A model for the 660 which best explains the coherent scattering
in the short period data of this study is one in which the discontinuity is due to an
endochemic phase transition in mande minerals, causing a localizd depression of
the boundary within the cold slab. The depression is measured at 41 km, indicating
the tmperate difference between the mantle and the slab interior is 820 K.

The 660 discontnuity is primaily due to the phase transition of ylivine

(spind) to perovskite + MgO (uspiel to perovskite transition"), since a chemca
boundary in this region would be fairly invisible to seismic data and would not
necessarily be associated with the 660 kJn depth 7. Recent results of seismic dam
analyses am consistent with this in et 2 s , but have yet to resolve the
lateal variation of the boundary in the vicinity of the slab which would give
important infommaton about the temperamtie strture in thi region. This study
examines short period, vertical component records from North America for deep
earthquakes south of Fiji Island. The dam sample a region around 300 kIn about
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the slab in the direction perpendicular to the uench (Fig. 1). The coda of the first

arrival (P wave) can be associated with a model of near-source structural scattering,
including compressional and shear energy reflected from above the earthquake, and

shear wave energy converted to compressional energy below the earthquake. The

different moveout of each phase allows the analyses to be distnct, so that stacking

for one type ofescattered phase will be uncotrupted by other coherent phases.
Associating the P wave coda with shear to compressional wave (S to P)

conversion below the earthquake (called SdP, where 'd' is the depth of
conversion), we interpret the scattering using waveform inverse theory 9. With a

one-d n al linear model, a gradient solution to the inverse problem reduces to
application of a matched filter 10, and a velocity model (PREM 11) gives the

mapping from time to depth. For S to P conversions, the time after P at which

scattered energy arrives is given by an integral over depth of the difference between

"the S wave vertical slowness and that of the P wave. Travel-tine differences

relative to the first arrival are station independent, and are associated with structure
relative to the source position. This defines a delay-time analysis such that, when
the dam are stacked, the coherent near source phases are enhanced over any ray path
and near-receiver scattering. The process is similar to a slant-stack 5.6, however the
near-source sampling and source-receiver geometry are used directly to creae an
image of the srucre in the vicinity of the slab. Near-P energy related to individual

source chracrstics is not coherent when stacking records from different

ea quakesso that misinterpreting this energy as due to upper mande scattering is

Useful data records are those for which we were able to pick good arrival

times for the P wave and for the pP phase defined by ft sea-floor reflection. The

(pP-P) travel time diffaence gives the depth for each earthquake relative to PREMK

and this seves to constrain the structure analysis. The earthquake sources are in
genral down-dip comal 12, resulting in both shear and compressional

energy in the azimuth to North America. Waveforms from a variety of deep

earthquakes in the Tonga subduction zone have been successfully described by a
single simple source time wavelet 13, and cross-correlating a minimum phase

source wavelet estimate 14 for each co ding trace of this study makes the dade
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records close to zero phase. Stacking the data with this minimum phase assumption

is justified since introducing random rotation into each record before stack shows

the results ate unaffected until the random phase gets as large as 90 degrees. The

total energy of each record is used to normalize that record's amplitude relative to

those of other earthquakes. With the amplitude and phase normalized, all the

records can be stacked together. The choice of background velocity model does not

affect the inverse problem, ice most velocity models agree to within 2%, and the

analysis described here is insensitive to this amount of perturbation.

Figure 2a displays a record section of the 1-D depth-mapped data, with

respect to earthquake depth. Limited stacking of data is required to reduce the noise

and enhance any signal, and each vertical trace in Figure 2a is the sum of 8 nearest

neighbor data -acies, with the single trace stack of all the data on the righL Figure

2b is a section where each vertical trace is a stack including two more darn records

than the trace to its left, with the single trace stack of all the data on the far right.

The clearest stacking result comes from S to P conversion at 675 In below the sea

floor, and is consistent with othe, observations in this region 2.5.6 , relative to

PREM. The amplitude of the event in the one-dimensional stack (Fig. 2) gives an

estimate of the S660P transmission coeficient of about 3% relative to incident S

wave energy, which is consistent with PREM for the angles of incidence of the data

set, and is only about 1% higher than for an earth model with slightly smaller

conuast in P and S wave velocities and density than with PREM. Another feature

at around 715 km shows up in the data stacking section of Figure 2b, and may be

due to conversion at a deeper interface, although petruological data does not support
this. An alternate l prtation is that the scattering at 715 km is due to the spinel

to perovskI transitin depressed within the slab 5. The phase transition has a

negaive Clapeyron slope which describes the differential change in pressure with

respect to a change in temperature, moving the phase boundary to greater depth

within the cold slab relative to the surounding mantle. The band-limited seismic

danm of this study Illuminate the inerface with first Fresnel zone widths between 30

and 60 km. When the 660 is perturbed, there may be more than one stationary

point giving rise to coherent scatteig.
The model parameters of slab width and change of depth withifithe slab are

100



introduced to describe the perturbed interface of the 660, and the data are inverted
by iterative forward modeling using Fresnel-Kirchhoff diffraction theory (Fig. 3) to
model the phase variation in the stacked data. The third dimension is suppressed,
assuming high correlation in the along-trench direction. The simple model of the
interior of the slab is a first approximation, marching the expected variation at the
leading edge of the slab where the temperature change is most dramatic, although
the tempme structure of the under side of the slab would be more gradual (Fig.
1). The wavelength resolution in depth is evident from the del-Z variation in Figure
3, but there is a well resolved peak at 41 kn. The slab width parameter is more
poorly define than the change in depth. This is due in part to the imperfect
repreentaio of the phase boundary relative to the tempwature structure (Fig. 1),
and is sensitive to the absolute amplitudes of the data and the synthetics. The result
is a broad variation in slab, approaching a constant value at a width of 0.0 kIn (no
perturbation) and with a maximum at 50 kin.

In Figure 4 are images created using the source-receiver geometry to bin and
stck the data into a trench-perpendicular image plane. Comparing the 1-D and 2-D
imaging results for the data (Fig. 4a) and the synthetics (Fig. 4b) created for the
preferred model of the 660, with a 50 kIn wide slab (in the direction transverse to
the trench axis) and a 41 kIn depression of the boundary within the slab, shows that
difaction theory describes the qualimtive feaure of amplitude and phase variation
seen in both the I-D and 2-D data results (Fig. 4a), and is superior to a two-
int=&fa model (Fig. 4d). The diffractions imaged with the synthetics coincide
with dhi bright feature in the data image, displaced from the model due to the

exprIm a geomety (Fi& 4c).
A measurement of the depression in the 660 gives a direct indication of the

tmperatre difference between the cold slab and the surrounding mantle. The
increase in pressure with change in depth gives the Clapeyron slope in terms of the
ratio of depth change to temperaur change. A preferred value for the Clapeyron
slope is of = -2.0 MPa/K (ref. 15). Taking the acceleration of gravity to be 10 M/s2,

estimating the density at 4000 kg/m3, and using the measu=ement of the change in
depth of 8z =41 from this study, the tmperamtu difference between the slab and

the mande is calculated to be -820 K When the spinel to perovskite phase
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wu-nsidon is introduced into a realistic mande model with this temperanue contrast,

whole mantle convection patterns can be disrupted by the phase transition resulting

in intermittent mixing between the upper and lower mantle 15. Recent tomographic

results are consistent with this, finding evidence for slab penetration into the lower

mantle in some places and slab deflection in others 16.
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Figure Captions

FIG 1: The data of this study consists of 129 North American Global

Digitl mograph Network records fm 46 events South of Fiji Island with
body-wave magnitude greater than or equal to 5.5. The azimuth to the North

American receivers is a few degrees Ea of the trench axis. The cosaes show the
points at 675 km depth sampled by the data set with respet to the gemetry of die
trench and subduction zone. Inte shows the leading edge of the slab at 675 km

depth, with the trace of the expected phase transition boundary and the model for
dt boundary used in this study. Dam and synthetics we used to creae an image of

stracan perpendicula to dte anch aids.

FIG 2I Dar are low-pass filtered at .8 Hz. and the amplitude and phase are

equalized. (a) Data rcordm section after applying the SdP moveout analysis plotted

relative to the depth of the earthquakl with each vertical trace the sum of 8 daa
records. Associating the first arrival with the souce depth, the energy after the first
arrival is mapped to scattering from positions below the earthquake. Zero depth in

the image isd ed• w be associated with the sea floor refection, at 3 bn depth in
PRENL The impulsive, high amplitude P arrival is suppressed with a 120 kIn

co aper (about 15 seconds in time) on the depth-mapped dam records before
stack. The single ace stack of all the damais on the right. (b) From left to right

each vertical trace has two morm data records smcked together than the previous
uce, up to the single trace stck of all the dam at the far right. T"h S675P phase is

seen well in both the one.dimensioal rck and the grey-scale plot of the depth-

mapped data. In the 1reorn section, them is anodhr structural feantre at around 715
kIn depth interpreted as a diffraction from the spinel to perovskite transition within

the slab.
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FIG 3: Objective functions for the model space defined by slab width and

depth of interface (del-Z) within the slab relative to the 675 km depth in the

surrounding mantle. (a) Correlation coefficienL (b) Error energy. Fresnel-

Kirchhoff diffraction theory and a =ro phase modeling wavelet am used to create

noise-free synthetic seismograms for a single interface that is depressed within the

slab, assuming high correlation in the along-trench direction. Synthetics were

calculated for 121 models, varying tie slab width from 0.0 km (no slab expression)

to 100 kin, and the deression of the 675 km seismic boundary within the slab

between 30 and 60 kIn. The correlation coefficient statistic in (a) shows the energy

that is in phase between the data and the synthetic. The normalized squared-error

(total error energy) objective fimction in (b) is defined so that low error shows up

darkest. The resolution of the slab width parameter given by the correlation statistic

is a bit less sensitive to the absolute amplitudes. The best model is described by a

50 km wide slab with a 41 km depression of the phase boundary within the slab.

FIG 4: (a) 2-D structural imaging of data in Fig. 2. The source-receiver

geometry is used to bin and stack subsets of the individual depth records into the

two-dimensional image perpendicular to the trench axis, with a horizontal

coordinate in East longitude and depth in km. Nearest neighbor horizontal

averaging is applied to get the final 2-D image, and the single trace stack is on the

right. The S675P phase is imaged well in both the one and two-dimensional plots.

In the 2-D image, there is another strcral feature at around 715 km depth

interpreted as a diffraction from the spinel to perovskite transition within the slab.

(b) Imaging resul for the synthetis created for the best fitting model from Figure

3, with a slab width of 50 km and del-Z equal to 41 km. (c) The trace of the best

model where it intersects the image plane, plotted with the data image. (d) Imaging

results for synthetics from a two-interface model A zero phase modeling wavelet

was used to calculame ray-dteory synthetics created to model the amplitude and

phase variation of the data records in order to reproduce the strong features of the

actual stacked dam image in the vicinity of the 660 kan discontinuity. The one

(perturbed) interface model is superior to the two interface modeL
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ABSTRACT

An open, cloud-free, low wind, region, known as an eye, usually forms in the

center of intense tropical cyclones. This region is surrounded by an annular eyewall,

containing a storm's strongest winds and most intense convection. This note expands

on earlier suggestions that the formation of the eyewall, and hence also the eye, is

largely controlled by surface friction. CISK (Conditional Instability of the Second

Kind) dynamics are assumed, so deep convection is assumed to be initiated by Ekman

pumping. Simple theoretical examination are made of Ekman pumping with different

stress laws. Changes in intensity are shown to result in changes in the radial profile of

Ekman pumping, such that weak disturbances have strong central convection, while

in more intense disturbances the convection forms a ring.
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When that Cloud begins to move apace, you may expect the wind prefently.
It comes on fierce, and blows very violent at N.E. 12 hours more or lefs.
It is also commonly accompanied with terrible claps of Thunder, large and
frequent flafhes of Lightning, and exceffife hard rain. When the wind
begins to abate it dies away suddenly, and falling fiat calm, it continues
so an hour, more or lejs: then the wind comes about to the S.W. and it
blows and rains as fierce from thence, as it did before at N.E. and as long.
(Dampier 1699)

1. Introduction

A cloud-free, nearly calm, central eye is one of the more dramatic features of a

tropical cyclone. The eye is closely surrounded by the most intense convection and

strongest winds of the storm in an annular region known as the eyewalL. Similar

structures are also observed in intense nearly axisymmetric storms of the middle

and upper latitudes (Gyakum 1983, Rasmussen 1979). Ooyama (1969) was perhaps

the first to attribute the development of an eyewall, and its accompanying eye, to

the radial profile of frictionally forced vertical velocity out of the boundary layer.

He reached this conclusion while interpreting results from his numerical model. We

briefly examine why weak vortices tend to have maximum convection located near a

central vorticity maximum, while stronger ones develop an eyewall.

Inherent throughout this analysis is the assumption that CISK (Conditional In-

stability of the Second Kind) processes are at work, with deep cumulus convection

initiated in regions of positive Ekman pumping. With this underlying assumption,

we will examine spatial profiles of Ekman pumping for different drag laws and sym-

metries. Differences in these profiles will then be applied to an analysis of tropical

cyclone development. A brief discussion of some considerations in choosing a surface

stress parameterizations is also included.
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1.1. Explanations of Eye Formation

A review of theories of eye formation can be found in Anthes 1982. There are two

somewhat separate issues in the formation of an eye. One is why no convection orig-

inates in the center of a mature tropical cyclone. The second is why there is descent

in the upper levels of cyclone near the central axis. These are not totally unrelated,

since descent and warming in the center will eventually stabilize the column and

inhibit vertical convection.

Several works on eye formation and maintenance have concentrated on explain-

ing the descent of high entropy dry air into the eye. Older works (e.g. Byers 1944)

made attempts to attribute the descent to centrifugal forces flinging air from the

central core, requiring air from aloft to replace it. Malkus (1958) suggested that

descent in the upper part of the eye was driven by the disequilibrium of supergradi-

ent winds (winds greater than those that maintain a balance between the pressure

gradient with the Corolis and centrifugal forces) and momentum mixing. A closely

related argument for descent driven by momentum mixing was made independently

by Kuo (1959).

Though Palmin (1948) attributed the high eye temperatures to "the tendency to

establish a combined hydrostatic and geostrophic-cyclostrophic balance", W*'loughby

(1979) was the first to note that the descent aloft could purely be an adjustment

response to the radial gradients of the heating profile and that momentum diffusion

was not necessary. More detailed discussions of similar processes were provided by

Smith (1980). Though they did not concentrate on eye formation, Schubert et at.

(1980) noted that forcing of a cyclone through the vorticity field by cloud clusters

was more efficient than forcing by direct heating. Geostrophic adjustment to the

velocity field of a vortex then requires descent in the center. The sinking of high

entropy dry air is also evident in numerical models (e.g. Kurihara and Bender 1982).
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The heating of ascending parcels cannot provide a temperature perturbation as

large as is observed in the upper troposphere during intense tropical cyclones (about

15 K according to Hawkins and Rubsam 1968). Further, the accompanying surface

pressure perturbation is too large to be created by ascent of parcels of the greatest

available entropy from the surface, even after saturation. However, descent of high

entropy air from above is consistent with sounding observations (Franklin et al. 1988)

and weak descent has also been observed directly (Jorgensen 1984). If a cyclone is

close to neutral for slantwise convection, as suggested by Emanuel (1986), there

would be descent aloft between parcel paths originating near the cyclone center at

the surface and slanting outwards. So though sinking air in the upper troposphere,

and its accompanying stabilization of the column, must be an integral part of the eye

formation process, it cannot explain the central region of very warm moist surface

air where no convection originates.

Other works have concentrated on the locations of regions of ascent in the bound-

ary layer creating the eyewall. Sydno (1951), Abdullah (1953), and Kuo (1959) all

presented arguments that parcels originating far from the central axis could only

reach some minimum radius, and then must head upwards. These arguments, to

first approximation, assumed conservation of angular momentum, noted that the ki-

netic energy of a parcel conserving angular momentum had to continually increase

as the radius of the parcel decreased, and used some limit on the energy or pressure

gradient to then provide a minimum radius a parcel could reach. These works ignored

the fact that boundary layer inflow, especially at steady state, is largely driven by

momentum dissipation, so anugular momentum is significantly not conserved within

the boundary layer. So, though these works attempted to address the cause for the

annular region of ascent to be at some distance from the center, they ignored the

primary reason for the existence of any boundary layer inflow.

As already noted, Ooyama (1969) suggested that the radial profile of Ekman
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pumping caused the formation of an eyewall. In an analytic study of Ekman layers

with different types of boundary conditions, Eliassen (1971) showed that in a vortex

with Taylor's slip condition for a turbulent boundary layer, the forced vertical velocity

at the center vanished and the maximum positive pumping was found in a ring away

from the center axis. These results were extended by the numerical calculations

of Eliassen and Lystad (1977). In contrast, for a vortex in a viscous fluid with

a no-slip condition the Ekman pumping approaches a constant at the center axis

(Greenspan and Howard 1963). With these analytic results, Eliassen suggested that

the suppression of ascending motions near the axis of a vortex with a turbulent

Ekman layer might control the location of convection and lead to the creation of

a tropical cyclone eye. Though Eliassen did not go on to suggest that solutions

that approach constant Ekman pumping in the center might be relevant to weak

disturbances, which have not yet developed an eye, we will make such a connection

here. The numerical simulations of Yamasaki (1977) showed the necessity of surface

friction for the development of an eye. Yamasaki also suggested that surface friction

is unimportant in the early development of a tropical cyclone, though perhaps this

is because his model was axisymmetric and included only a quadratic drag law.

2. Profiles of Ekman Pumping

The model used here is the same as that originally developed by Ooyama (1969) and

presented in Part I (Handel 1991a), appropriate for examining a simplified tropical

cyclone. It is set in cylindrical coordinates (r, z), where r and z are the radius and

height. The disturbance is centered and fixed on the origin of the coordinate system.

All fields are assumed to be axisymmetric. The coordinate system is rotating and the

Coriolis parameter, f, is constant. The cyclonic tangential, or azimuthal, velocity

is labeled v0 and the outward radial velocity is u0 . The continuity equation for the
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constant density, Po, boundary layer of thickness ho is

aho = W (2.1)

where w is the vertical velocity at the top of the boundary layer and 0=o- -houor

is the inward mass flux. The equation for the vertical component of the angular

momentum, Mo a vor + fr 2 /2, is

C a
N(hoMo) = -,(OiMo) - Z01 + Zo, (2.2)

where Z, is the vertical flux of angular momentum at the surface and Z01 is the

vertical flux of angular momentum between the boundary layer and the layer above

it. In the boundary layer, the lateral momentum diffusion is assumed to be much

smaller than the vertical fluxes and is ignored. The vertical flux at the surface is

Z. = -T.r/po, T. = Po [k.Vo + CD(t + V0)1/2,] , (2.3)

where r, is the surface stress, k, is a linear drag coefficient with velocity units, and

CD is a dimensionless quadratic drag coefficient. The choice of the stress law will be

discussed in more detail below. The vertical momentum flux betwen the boundary

layer and the layer above it is

Z01 = Mow+ - MIW- + V'(Mo - MI), (2.4)

where w = w+ - w-, w+ is the nonnegative vertical velocity out of the boundary

layer, u- is the nonnegative vertical velocity into the boundary layer from the layer

above it with angular momentum M1 , and v, is a vertical friction coefficient. We

will assume that the only processes leading to vertical velocities at the top of the

boundary layer are Ekman pumping and suction (pumping with to < 0), so only one

of to+ and w- are nonzero at any given radius.
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With some manipulation of equations (2.1) and (2.2):

=f0 [hoe + kvoo + C0 (4 + v2)1/2vo + (w- + &,)(vI - Vo)] (25)f + V'2.I

As was shown in Part I, if the densities of the boundary layer and the layer above

it are the same, the angular momenta of these layers are the same and the terms

proportional to (vl - vo) vanish. Even without that assumption, the vertical diffusion

of angular momentum above the boundary layer will be assumed small and ignored,

and further we will be primarily examining the regions of the boundary layer with

positive Ekman pumping where w- = 0. If the relative vorticity is negative, its

magnitude is assumed smaller than the Coriolis parameter, so the total vorticity,

f + ft, is positive everywhere. The scaling of the system is quite different in a

region with vanishingly small total vorticity and will not be considered here. Further,

negative total vorticity leads to inertial instability and is not likely to last long in an

azimuthal average.

We will also assume, as is the case in a tropical cyclone, that vo > uo. This

allows (US + V02)1/2 to be replaced by Ivol and leads to a simple quadratic stress

law. However, if in the early stages of development there are turbulent horizontal

velocities in the boundary layer greater than, or of order of, the organized azimuthal

flow, this will have the same effect as having a linear term in the stress. This assumes

that there is some isotropic turbulence with (u'+ v0) approximately constant. The

linear stress term is a return to simple eddy viscosity theory and has already been

included under this reasoning.

In calculating the vertical velocity at the top of the boundary layer, without

allowing changes in the vertical thermodynamic structure, there is little difference

between velocity out of the layer or an increase of the thickness of the layer. There-

fore we will ignore the time derivate of the thickness in the continuity equation

when calculating the Ekman pumping. Combining the equation for continuity in the
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boundary layer (2.1), with a radial derivative of the equation for the lateral mass

flux (2.5) yields an expression for the vertical pumping out of the boundary layer:

W [(k.rvo + Corlvolvo + (2.6)

The terms due to friction (those proportional to k. or Co) are the Ekman pumping,

though occasionally pumping from the time dependent term is included under this

rubric. During periods of exponential intensification, proportional to el t , the time

derivative term has the same spatial dependence as the linear drag term. For a

boundary layer a kilometer deep, a disturbance would need to have an e-folding time

of about a day for the time dependent term to be comparable to the linear drag

term. Since examination of the linear term provides the same information, this term

will not be considered further.

If we Taylor expand eq. (2.6) with an amplitude expansion in vo as was used

in Part II (Handel 1991b), and is likely to be used in any similar weakly nonlinear

analysis, the first two terms are

W =k rvo (2.7)f r&

W (2) = -1.- - rkv -- . 8 ( o ) ks ( o8r,,( .8
.,,, V ,.o.l k (2.8)

For the lowest order stationary solutions, which are linear, the stress is then linearly

proportional to the tangential velocity, and the Ekman pumping is proportional to

the vorticity. This familiar result was first obtained by Charney and Eliassen (1949).

We will now examine radial profiles for the Ekman pumping of a vortex that fits

the solutions found in Part I. The vortex solution is for a system with lateral viscosity

that approaches solid body rotation at the central axis. Curves for the tangential

velocity of the isolated vortex and the expansions for the Ekman pumping given in

eqs. (2.7) and (2.8), are shown in figure I. The solutions are nondimensionalized as

in Part II, with a length scale of L = 158 km, a time scale of 1/f = 2. 104 sec, and
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a velocity scale of L' = 7.9 m/sec, while Co = 1. I0-3 and k, = Co. 5 m/sec. The

test disturbance has unit amplitude, i.e. a maximum velocity of 7.9 m/sec.

The solution for w(I) has maximum Ekman pumping in the center accompanying

the vorticity maximum. The second order terms for pumping out of the boundary

layer, W(2), result in a radial profile with a maximum away from the center and

negative values at the center. The spatial forms of each of these profiles are not

dependent of the disturbance amplitude. Despite the negative values at second order,

the sum of the first and second order terms remains positive in the center as long

as the expansion is valid with a nondimensional amplitude less than about 0.3. An

examination of the full expression for w shows that the total value for w cannot go

negative at the center of a cyclonic vortex and that the negative first negative term

at second order proportional to k, only serves to reduce the linear term.

Outside of the realm of formal amplitude expansions, it is more useful to compare

profiles of Ekman pumping with simple linear and quadratic stress laws. These are

shown in figure 2. The Rossby number has been assumed small, so only the planetary

vorticity is included in the denominator of eq. (2.6) for the calculations, and the forms

of the profiles are independent of disturbance amplitude. Whether or not one includes

a linear stress term leads to radically different radial profiles of the forced vertical

velocity. The linear term alone produces a maximum in the top of the boundary layer

vertical velocity at the center of the vortez. For stress proportional to the square of

the velocity with small Rossby number, the Ekman pumping vanishes at the center.

At large amplitude, where the quadratic stress term dominates the Ekman pumping,

it is easy to see that such a radial distribution of forced vertical velocity would lead

to a well defined eyewall, as observed, if positive Ekman pumping serves to initiate

deep convection.

For very strong disturbances, some workers (e.g. Moss and Rosenthal 1975) have

suggested a drag law that increases faster than quadratically, with CD = CDO0(l+avo).
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This adds a cubic drag term. The radial profile of Ekman pumping for a cubic drag

term alone, shown in figure 2, is quite similar to that for a quadratic term alone.

The locations of the zero crossings, maxima, and minima; and ratios of maxima

to minima are within 15%. So, inclusion of a CD with linear velocity dependence

enhances the Ekman pumping, especially for large velocities, but does little to the

spatial structure.

We now turn briefly to the slab symmetric case. Results for this case can be
easily generated by changing all derivatives of the form V to • in eq. (2.6) and

making all dependent variables functions of x rather than r. Using the same spatial

profile for the velocity profile as we did for the cylindrical case (though this profile is

no longer a solution to a system of equations relating to cyclones), figure 2 provides

a plot of the Ekman pumping for small Rossby number for a linear drag law. The

greatest difference between this and the axisymmetric case is the weaker pumping in

the high vorticity region due to the lack of the large curvature term near the vortex

center. On the other hand, Ekman suction away from the center is greater for the

slab symmetric case. For higher order drag laws, the differences are less dramatic.

Over the extent of a disturbance domain, with the velocity vanishing at the

boundaries, it is clear that the integral of the Ekman pumping must vanish as long as

the assumption that the total vorticity remains positive holds. For the axisymmetric

case, the area with Ekman suction is very large (growing as r2), so the magnitude of

the suction is small. Comparatively for the slab symmetric case, the suction covers

a lesser area and is several times greater.

The numerical results presented above ignore the relative vorticity in the denom-

inator of eq. (2.6). This has the advantage of providing profiles that are amplitude

independent. However, the profiles for Rossby number not much less than one are,

of course, dependent on disturbance amplitude. Figure 3 shows a sequence of curves

of Ekman pumping for increasing vortex intensities. All of the nonlinear terms of
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eq. (2.6) are included. The weakest vortex has Ekman pumping not greatly different

from the linear case. At a strength of 0.5, the maximum pumping has moved far

from the center. For strong vortices, there is positive pumping in region of negative

vorticity. For the case of vortex strength of 4.0 the maximum postive pumping is

in a region of negative vorticity. This is due in large part to the behavior of the

denominator of of the argument in eq. (2.6) in regions where the vorticity gradient

is strongly negative. Vortices of greater strength would violate the assumption of

positive total vorticity in some regions. However, in actual tropical cyclones the

magnitude of the vorticity gradient in the regions of negative relative vorticity is

rarely this large.

3. Discussion and Conclusions

In the course of this analysis we assumed that the hurricane prone regions of the

tropics in summertime are conditionally unstable and that positive Ekman pumping

initiates deep convection. We further assumed that the primary effect of organized

convection is entrainment and the import of angular momentum toward the convect-

ing region. (See Part I for discussion of these assumptions.) Such import leads to

the large observed tangential winds. This in turn leads to a change in the thermal

structure through geostrophic adjustment by the radiation of gravity waves. Prob-

ably both the radial profile of Ekman pumping and upper level stabilization are

responsible fox "he lack of convection in the center of a tropical cyclone. However,

only control by Ekman pumping is consistent with the observation that the eyewall

region is narrow and well defined.

In a weak vortex, the presence of turbulent velocities in the boundary layer

greater than the large scale organized velocity leads to an effective linear drag at

the surface. This in turn implies Ekman pumping proportional to vorticity. For a
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weak, viscous vortex, approaching solid body rotation near the center, the vorticity

maximum is at the vortex axis, so the convection is also a maximum near the center.

In a more intense vortex, the organized velocity dominates and the drag felt by

the large scale disturbance becomes more closely proportional to the square of the

organized velocity. Under these conditions, the Ekman pumping vanishes at the

center and reaches a maximum at some finite radius producing the characteristic eye

of the hurricane.

Observational results of the relationship of low level vorticity and deep convec-

tion are mixed. In analysis of GATE (GARP Atlantic Tropical Experiment) data,

Reeves et at. (1979) found good correlation between 700mb vorticity and precip-

itation in the better organized systems of Phases II and IfI, but not in Phase I.

Chen and Ogura (1982) claimed little correlation using the same basic data set and

therefore argued against CISK. However, 700 mb is not the appropriate level for mea-

suring vorticity to reach this conclusion. In composites of developing disturbances,

Williams and Gray (1973) found that a low level vorticity maximum was at the center

of tropical cloud clusters. Later workers at Colorado State University (e.g. McBride

and Zehr 1981) found cloud clusters were associated with relative vorticity maxima

at 900 mb on scales of about 200 km. In view of this inconsistent picture, there is

need for continued study on the relationship between deep tropical convection and

large scale flow.

For intense cyclones, there are countless observations showing the annular struc-

ture of the eyewall; this is clearest in radar scans (e.g. Franklin et al. 1988). Many

detailed observations have shown that the eyewall is a region of mean ascent and

boundary layer convergence (e.g. Jorgensen 1984). Once the quadratic stress term

dominates, sharper gradients in Ekman pumping develop and a narrower convective

region develops. This forces sharper gradients of velocity in the vortex. Continued

spatial collapse is probably only limited by internal momentum diffusion processes.
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Though we concentrated on cylindrical distrubances, weak tropical disturbances

often have much of their vorticity in shear rather than curvature (Williams and Gray

1973). As a disturbance evolves, the development of curvature in easterly waves

encourages development by causing greater Ekman pumping for the same vortex

strength. This is made clear by comparison of the Ekman pumping in the extreme

cues of cylindrical and slab symmetry using the same disturbance velocity profile.

The difference reaches a factor of two greater for the cylindrical case at the center

for the updraft. Further, shorter wavelength disturbances of the same amplitude

are more likely to develop since these have greater Ekman pumping for the same

strength disturbance.

Most theoretical analyses are performed on linear or weakly nonlinear systems

for convenience of calculation. On the other hand, numerical models almost all use

quadratic, or quadratic plus cubic, drag laws. Different choices of surface drag lead

to radical changes in the forced vertical motion. Though we have argued that for

weak circulation, a linear drag law may in fact be appropriate, is is probably unwise

to rely on ease of calculation for use of linear drag laws in theoretical calculations

without further justification. In axisymmetric or slab symmetric models, it may be

unwise to use only a quadratic drag law in numerical models, unless examining only

very strong disturbances. This is less a problem in three dimensional models with

high resolution, since small scale motions provide some of the same behavior modeled

here with a linear drag law.

For vertically stable conditions, where Ekman pumping provides a weak decay

mechanism for the large scale dynamics, the spatial details of Ekman pumping may

not be of great significance. However, for regions with a conditionally unstable

boundary layer, where Ekman pumping controls the location of deep precipitating

convection and the location of most of the convergence aloft, the spatial dependence

of the pumping strongly effects the further development of a disturbance, so stress
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boundary conditions must be chosen with care.
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Figure 1: Ekman pumping for weakly nonlinear expansions. Curve (b) shows the Ek-

man pumping at first order, w(1); while curve (c) shows the second order correction,

W(2). Curve (a) shows the tangential velocity profile of the vortex used divided by

1000. The vertical dashed lines are at the radius of maximum winds and the radius of

zero relative vorticity. For each curve the vortex is asumed to have unit nondimen-

sional amplitude corresponding to a maxmumdimensional velocity of 8 m/secand

the length unit is 160 km.

Figure 2: Comparison of Ekman pumping between different drag laws and compari-

son between cylindrical and slab symmetries. Curve (a) shows the Ekman pumping

for a linear drag law in cylindrical symmetry [same as (b) in previous figure]; curve

(b) shows the Ekman pumping a quadratic drag law in cylindrical symmetry; curve

(c) shows the Ekman pumping for a cubic drag law in cylindrical symmetry; and

curve (d) shows the Ekman pumping for a linear drag law in slab symmetry. All

calculations include only the planetary vorticity in the denominator. Scaling is as in

figure I.

Figure 3: Ekman pumping for various vortex strengths. Scaling is as in figure 1.

N.B. the difference in vertical scale between the plots.
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Abstract

Tropical cylone outflows have been known for some time to be asymmetric or even jet-

like. On the other hand, the low level inflows are very close to cylindrical symmetry.

Some workers have argued that the asymmetry aloft is induced through interactions with

the larger scale environmental flow. However, we believe that tropical cyclones naturally

de, top strong asymmetries in the outflow. Simple energy arguments are presented to

show that narrow outflow regions are energetically favored states; i.e. states that require

the least amount of kinetic energy for a given convectively driven mass flux. The very

simple model used assumes that angular momentum is conserved and that the organized

convection of a cyclone eyewall draws mass in at low levels and expels it aloft. Over

a large range of mass fluxes (and hence, storm lifetimes), a robust result is obtained

that the outflow regions should cover arcs of between 30 and 40 percent of a circle and

that the inflow should cover the entire circle (i.e. be symmetric). This is consistent with

observed outflows.
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The the bowspnt p mixed with the redder someuimes:
A thins& a the Beam. remarked,

That fisqisutly happe, in troapal clmes,
WhM" a Vissel ie, s to Speak, '*mae.*

Lewis Carol 1876
Ithe Hunting of the Ssaw*

1 Introduction

Once a tropical cyclone reaches moderate intensity, in the lower levels there is inflow from

all directions toward the center. However, in the upper troposphere where there is mean

outflow from the center, the outflow is highly asymmetric (deviations from cylindrical

symmetry) and is usually concentrated into one or two sectors covering less than half the

circle. Many works have attributed the outflow asymmetries and the associated angular

momentum eddy fluxes to interactions between the tropical cyclone and the surrounding

synoptic scale flow. We show here that asymmetric outflows are energetically favored for

an isolated tropical cyclone. This suggests that the asymmetry is likely to be intrinsic

to the tropical cyclone phenomenon.

Ferrel (1856) was probably the first to realize that inflow towards the center of a

cyclone would result in spiral pathways for parcels and would result in spin-up of a

storm. He also realized that in an intense cyclone the outflow would be a weakening

spiral, but failed to realize that anticyclonic motion at greater radius would also result.

Until the work of Haurwitz in 1935, it was generally thought that the circulation of

tropical cyclones extended upwards only three kilometers, or less. Haurwitz showed

that for the observed central pressure perturbations, reasonable limits on the lapse rate

implied that the cyclones reached at least ten kilometers, if not higher. He also noted that

a storm's circulation might continue above the level of zero pressure gradient into a level

of negative pressure gradient and outflow. Durst and Sutcliffe (1938) also suggested that
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there might be an anticyclonic circulation during the early stages of development due

to a pressure increase from the accumulation of mass in the core region. Through they

developed equations showing the consequenses of conservation of angualr momentum

near the surface, they failed to apply the same logic to the outflow level.

E. S. Jordan (1952) provided perhaps the first conclusive observations of anticyclonic

flow aloft outside of the core region, though this was previously hinted at by Riehl (1951).

Jordan also showed that the outflow was not symmetric, though the use of composited

data left some room for doubt. She found a single outflow region in Earth bound

coordinates, but two outflow regions in storm moving coordinates. These observations

indicated that at small radius the upper level tangential flow was cyclonic, while at

larger radius the flow became anticyclonic. Descriptions of outflows based on satellite

derived winds and aerological data from five different storms were presented by Black

and Anthes (1971). All of the storms they studied had highly asymmetric distributions

in the radial component of the wind in the upper layer.

Three dimensional numerical models also develop asymmetries. The simulation of

Anthes (1972) developed strong asymmetries, even with initial conditions of an axisym-

metric vortex in gradient wind balance broken only by roundoff errors and the imposition

of a square domain,. Similar results were obtained by Kurihara and Tuleya (1974) and

by Jones (1977), who also started with initial conditions of axisymmetric vortices. In all

of the simulations, eventually wave number two dominated the asymmetric components,

though at early times higher wavenumbers were the most energetic. Anthes' (1971) sim-

ulations had initial asymmetries at wave number 4, corresponding to symmetry breaking

by the cylindrical cyclone in a square domain. However, before long the asymmetries

were dominated by wave numbers I and 2. However, these modelled asymmetries were

usually not as strong as observed ones (Merrill 1988a).

The outflow asymmetries are often attributed to external influences or from storm
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motion (e.g. Miller 1958). There have been several recent works that have taken the

view that the asymmetries in tropical cyclone outflows are to a large part environmen-

tally induced (e.g. Molinari and Vollaro 1989, 1990). Further, there have been claims

that the momentum surges from these external influences play a significant role in the

intensification of cyclones. The simulations of Challa and Pfeffer (1980, 1984, 1990)

have shown rather conclusively that the eddy angular momentum fluxes aloft encourage

intensification and are even essential for weak disturbances to exceed the threshold for

intensfication (1990). Though most of the works examing momentum fluxes from exter-

nal influences have concluded that these fluxes assist the cyclone intensification process,

Merrill (1988b) concludes that the sum of all the external influences (including vertical

shear) must be a negative influence since so few storms reach their thermodynamically

limited m&dmum intensity.

In the simple talculations presented below, we will examine the energy of the outflow

region of a tropical cyclone for various configurations. The vertical component of the

angular momentum (i.e. the angular momentum due to the tangential circulation) will

be assumed absolutely conserved for each parcel. The sole purpose of the eyewall will

be to draw air in at the lower level and expel it aloft.

2 Energetics of Spin-up

The very simple model used here has only two layers, a lower layer with mean inflow

and an upper layer with mean outflow. We will assume that all fluid is initially at rest

in a rotating system with constant Coriolis parameter, f. The coordinate system is

cylindrical, with radius r. Only azimuthal velocities, v, within this coordinate system

will be considered. The vertical component of the angular momentum, M, of a parcel

is then:

M--rv+ r. (1)

2
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In the initial state parcels are at rest with respect to the earth, so a parcel at initial

radius ri has

1 2j= r_ . (2)

For parcels conserving their angular momentum, their azimuthal velocity at a later radial

position, r,, is

V(r,) = L(r2. (3)

2r, 
(3)

Changes in the altitude or density of a parcel do not alter this.

There will be no examination of dynamics here. We now assume a process that sucks

in fluid in the lower layer of the system at radius ro and ejects it aloft at the same radius.

(Any similarity between this process and cumulus convection in an eyewall is intentional,

but limited.) The process may selectively pull fluid from only a limited fraction of the

sectors and similarly may eject fluid into only limited sectors. The geometry of the

process is illustrated in figure 1. At the conclusion of the process, fluid will have been

sucked in from sectors covering a fraction el of the annulus from r0 to rl. The same

fluid will have been ejected into sectors covering fraction e2 of the annulus between r0

and r2. The choices of the number and symmetry of sectors are arbitrary and will have

no effect on the following calculation. Transport of the fluid will be assumed to occur in

"conveyor belt" fashion. Hence parcels that begin at radius r0 in the lower layer finish

at radius r2 aloft, and parcels that begin at radius r, in the lower layer finish at radius

r0 aloft. For parcels of arbitrary initial radius in the interval [ro, r,], the initial and final

positions satisfy

LIplhl(r(r? - r2) = -v ,2) , (4)
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where pj and hi are the density and depth of layer j, respectively; and the lower layer

is designated by j = 1, while the upper layer has j = 2. For each level the total masses

are the same:

V = eipihtlr(r? _ r02) = e2 p2h 2Z(4 - rol) (5)

One can now easily solve for the tangential velocities in the outflow:

L2 r ý r tI 0 + -(1+ )r,J (6
2r,(6

where

-eip 1 hi 7

The pressure thicknesses of the inflow and outflow layers are observed to be about

equal at approximately 200 mb, with most of the inflow concentrated in a lower layer

roughly from 900-700 mb and the upper layer outflow roughly confined within 300-

100 mb. Therefore pllh v p2h2 and the nondimensional ratio -y - E2/EI. An example

velocity profile is shown in figure 2.

From the upper layer velocity profile one can obtain the relative vorticity:

(2 = . -V (1 + 7) (8)r2 : r,-- ,

In the outflow the vorticity is independent of radius and strongly negative. Even the

absolute vorticity is negative and equal to -f-y. Hence, the smaller the ratio 7 the less

negative the vorticity.

The deus ex machina process described above, though it conserves angular momen-

tum, does not conserve energy. In fact large amounts of energy are needed to drive the

postulated mass flux. The remainder of this calculation is concerned with determining

the required energy and the dependence of the energy on the mass flux, inflow fraction.

and outflow fraction.
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We will not be concerned here with fluid initially at rest in the upper level moving

outwards or fluid in the lower level moving only inwards. In both of these cases the

motion is all strictly away from the radius of zero tangential velocity and so symmetric

motion clearly requires the least energy. Also, the return branch of fluid sinking without

much change to its radial position is ignored here.

In the outflow layer aloft, the integrated kinetic energy is

K. = e F c2p2h2v2(,r) irr d-, (9)

for fluid that was initally at rest in the lower level. Since we are interested in the

difference in energy for differenct configurations of outflow for a given amout of mass

flux, it is easier to examine the kinetic energy density. Substitution by eqs. (3)-(7),

followed by an integration, and a fair amount of algebraic manipulation yields for the

kinetic energy density:

Ko = ro\ 2  +T- = -' (E 3B - 2[1 +,] (10)
V \4 2 17

where the nondimensional parameter

,'g •-• (11)

Some limits are of note:

--0

lim T. = +ooforB > 0

limT, = 0, for-y>0
B-0

limnT = +oo, for-y>0.

These limits can be obtained through a combination of direct substitution and applica-

tion of l'Hopital's rule.
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A contour plot of T., as a function of y and B is provided in figure 3. The leading

dimensional factor in the expression for T. has been omitted, so the units are arbitrary.

Important to note is that the figure is independent of r0 (eyewall radius) and f (latitude).

Though both el and E2 are each in the interval (0, 1], there is no such restriction on the

magnitude of -y.

We now make the ansatz that the most likely states are those of lowest energy. It is

visually apparent that the mean energy density increases about linearly in B. Paths in

the space of Bx-y that vary the inflow fraction El for constant mass flux, V, and constant

outflow fraction, e2 , are straight lines emanating from the origin. For any given amount

of fluid moved by our cylindrical pump, the energy density K. is minimized along these

paths by heading towards the origin. These paths can only be followed until the inflow

sector fraction, el, reaches its maximum value of 1. In this limit then 'y - e P .2,
Pilh

and we see the optimal sector fraction for the outflow aloft is about 0.4, corresponding

to a total angle of about 150*, for young disturbances, decreasing to about 0.3 as the

amount of fluid pumped increases. This result is fairly insensitive to the amount of fluid

pumped, though the selection becomes more strongly favored by this energetic criterion

as the system develops.

In the limit of large B, the preferred outflow fraction ratio, -y, approximately satisfies

the implicit equation

2 In 1=5+ 1 (12)

This was determined by setting • - 0, assuming B > 1, and keeping only the highest

order terms in B. A curve of the solution to eq. (12) is shown in figure 4 along with a

curve for the preferred -y as determined by the full equation (11) and figure 3. For all

but the smallest values of B, eq. (12) provides an excellent approximation.
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3 Discussion and Conclusions

Though it has often been suggested that a strong anticyclone aloft encourages develop-

ment of a tropical cyclone (e.g. Merrill 1988b), we take a contrary position. The creation

of any anticyclonic flow is a consequence of the outflow driven by the intensification pro-

cess and is an energetic drain on the system. (Claims that the outflow circulation and

the anticylone aloft can serve as a source of intensification inspired the inclusion of the

leading epigraph.) Though surface concentrated perturbations can drive positive feed-

backs through air/sea interactions (Emanuel 1986, Handel 1991), the upper level flow

provides no energy sources to drive intensification. It is because there are no positive

feedbacks between a strong flow aloft and further tropical cyclone intensification that

the energy minimization heuristic used here has any applicability.

The inital radius of a parcel in this problem is also what is referred to as the po-

tential radius in some works that make use of angular momentum coordinates. It is

the location where a parcel has no kinetic energy in the rotating reference frame. To

a crude approximation, the magnitude of the velocity increases linearly with deviation

from this postion. Hence, kinetic energy increases about quadratically with change in

radial position. Since the radial ordering of the parcels is fixed, maintained strictly in

the problem here though slightly less well in nature, it is impossible for all parcels to

return to their potential radius after being lifted aloft and their radial ordering reversed.

Outflow in narrow regions allows more parcels to get closer to their potential radius and

therefore results in less kinetic energy aloft.

Narrow outflows have another profound effect on the kinetic energy of the upper

level anticyclone. These configurations lead to much larger internal gradients of velocity

and greatly increase the lateral momentum mixing. This mixing also has the effect of

reducing the strengh of the anticyclone as well as reducing the strength of the cyclonic
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circulation at smaller radius aloft. Such mixing encourages the intensification of a trop-

ical cyclone (Handel 1991). Though in the calculation above angular momentum was

strictly conserved by each parcel, a more complete calculation that allowed for more

momentum mixing by states of greater asymmetry would show even stronger preference

for states with narrow outflows.

The asymmetries are so great that Merrill (1988a) notes that for some storms there

are regions of large scale inflow in what is referred to as the "outflow layer", and that in

some storms these can contribute as much or more eddy import of angular wuomentum

than is found in the outflow regions. As can be seen in budgets of composites he provided,

the tendency of the mean ouflow to export planetary angular momentum (in a cyclone

reference frame), is partially countered by both the mean transport of relative angular

momentum and eddy transports of angular momentum. At large radius (greater than

1000 kin), it appears that the eddy transport is larger than the mean.

The notion that large eddy angular momentum fluxes imply strong external influ-

ences on tropical cyclones, such as that made in Molinaji and Vollaro 1989, makes a

large and unjustified leap. However, the observational result of Molinari and Vollaro

that tropical cyclone intensification is well correlated with increases in upper level eddy

angular momentum fluxes makes dynamical sense. It is consistent with this work show-

ing that asymmetric outflows require less energy to drive as well as the results of Handel

(1991) that shows that increases in the eddy diffusivity in the upper layer of a simple

tropical cyclone model encourages intensfication. However, since asymmetric states are

energetically favored by processes inherent to tropical cyclone mechanics, the eddy fluxes

of angular momentum are likely due to internal cyclone processes.

The energy based arguments for asymmetric outflow provide no dynamical method

of creating these asymetries. Various instabilities have been proposed for the upper

levels of tropical cyclones (e.g. Alaka 1961, Anthes 1972). Though the velocity profile
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from "conveyor belt" flow is inertially unstable in the outflow layer, inertial instabilities

are symmetric. Anthes (1972) has specifically looked at instabilities that might lead

to asymmetries, but not in any depth. Since the model used here provides specific

velocity profiles, it is worth examining in detail the stability of the flows to asymmetric

perturbations. This will part of the continuing line of our research.

Fast moving upper level waves do not appear to have sufficient energy to provide

a strong direct impetus for tropical cyclone intensification. However, such upper level

disturbances may help break the symmetry of the upper level outflow. This might make

the low energy asymmetric states accessible.

Since there is so little in the way of dynamics in the model used and also since the

energy minimization criteria is not a strict indication of dynamical development, the re-

sults obtained can only be considered suggestive. Nevertheless, the following conclusions

are indicated. For a given mass pumping by a tropical cyclone eyewall, the least energy

is required if the inflow is symmetric and the outflow covers 30-40% of the sectors of

the outflow region. If the pressure thickness of the inflow and outflow layers were not

approximately equal, the preferred outflow fraction is scaled by the ratio of the inflow

thickness to the outflow thickness. The energetically preferred outflow fraction is robust

over very large variations in mass pumping, with the preferred outflow fraction decreas-

ing only very slowly in time after an initial rapid decrease. Further, the energetically

preferred outflow fraction depends on neither cyclone latitude nor eyewall radius.
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Figure 1: Induced mass flow from convective processes. The upper figure shows a cross
section schematic of the assumed radial mass flow from the postulated covection. Flow is
concentrated in a lower inflow layer and an upper outflow layer. The lower figure shows
a planform view of the allowed inflow inflow (left) and outflow (right) regions. Flow is
only allowed in the unshaded areas. The choices of the number and symmetry of these
disconnected areas are arbitrary. The unshaded area for the inflow covers a fraction el
of the annulus between ro and rl. The unshaded area of the outflow covers a fraction e2
of the annulus between r0 and r2 .

Figure 2: An upper level velocity profile resulting from "conveyor belt" flow. The
parameters are set at r0 = 20 km, r, = 20r0, f = 0.00002, and -y = 0.3.

Figure 3: Normalized energy density [T./(fro/4)9 as a function of upper to lower level
fraction ratio, -f, and nondimensionalized areal extent of inflow, B. Contours run from
1000 to 20000 in increments of 1000.

Figure 4: Preferred outflow fraction as a function of extent. One curve was determined
from figure 3 and the other was determined -from the simple approximation of eq. 12.
The curves are nearly indistinguishable except for small mass fluxes.
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ABSTRACT

One of the major difficulties in tropical cyclone theory is explaining the

infrequency of these intense storms. It has long been known that they depend on

fluxes of heat and water vapor from the ocean surface for their primary source of en-

ergy. The same can be said of tropical cumulus clouds. A tropical cyclone, however,

is only observed to occur when a fairly intense disturbance, started with a different

energy source, is found over the oceans (though this is not a sufficient condition).

There appears to be a threshold for whether or not disturbances intensify, both in

the atmosphere and in numerical models. An analytic theory is provided to examine

this threshold. In Part I, the full system of equations for our model is developed and

a linearization of that system is examined to show that the growth of infinitesimal

disturbances is not expected. In Part II, it will be shown how finite amplitude dis-

turbances can intensify under conditions where the conditions for linear instability

are not met.

It is assumed that the boundary layer is moist convectively unstable with respect

to the air aloft and that deep convection occurs where there is Ekman pumping out of

the boundary layer, the primary assumption of CISK (Conditional Instability of the

Second Kind). In the model, the primary impediment to linear growth is frictional,

though coupling to the descent region also increases the requirements for a growing

disturbance. Quite small values of the frictional coefficients are able to stabilize a

base state with large amounts of vertical available potential energy. This makes linear

instability from infinitesimal perturbations unlikely, even for generous estimates of

the available vertical potential energy in warm regions of the tropics in summertime.
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1. Introduction

Tropical cyclones are amongst the most damaging phenomena in the atmosphere.

They are capable of great intensification into the extreme examples known either as

hurricanes or typhoons. Despite the scrutiny under which these disturbances have

come, surprisingly little recent work has been done on the intensification process

using analytic methods. This work analyzes the threshold for the development of

intense tropical cyclones from, the far more frequent, weaker tropical disturbances.

Here, in Part I, a linear stability analysis is performed to show that hurricane-like

growth from inifinitesimal disturbances is unlikely for even generous estimates of the

vertical potential energy present in the warm regions of the summertime tropics. In

Part II (Handel 1991), the techniques of weakly finite amplitude stability theory are

used to show how finite amplitude disturbances can intensify under conditions where

the conditions for linear instability are not met. This work is largely an extension of

that by Ooyama (1969).

In 1964, Ooyama, and Charney and Eliassen put forward theories for the de-

velopment of tropical cyclones involving "cooperation" between the gross circulation

of the cyclone and the smaller scale moist convection. Charney and Eliassen named

the process Conditional Instability of the Second Kind (CISK). The energy source

was the same as for moist convective instability, which implicitly was the first kind

of conditional instability. The dynamics, however, were quite different. Their ma-

jor contribution was to show the consequences of mass convergence in the frictional

surface boundary layer organizing convection on a large scale; this is the central

property of CISK. The 6nized convection is, in turn, responsible for the organixf.d

inflow. This inflow drives a concentration of angular momentum. Convection is far

more efficient at intensifying a vortex through vorticity import than through direct

heating (Schubert et al. 1980). These authors recognized that the perturbation must
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be finite amplitude to dominate the small scale convections, which have the fastest

growth rates in the simplest analyses, but they were unable to treat this aspect of

the problem. It has been suggested that CISK type theories fail because as linear

instability theories they imply that tropical cyclones whould be far more frequent

and weaker (Emanuel 1986). We will show that this suggestion is incorrect.

Tropical cyclones are warm core disturbances over their entire depth. They

form only over large bodies of water. The primary energy source is heat from the

upper layer of the ocean transferred to the atmosphere in the form of latent heat,

by evaporation, and later released aloft through condensation. Some of this transfer

occurs before the start of the cyclone and is reflected in the potential instability

of boundary layer air with respect to the air aloft. The storms are of such great

intensity, and the core is of such great relative warmth, that they cannot be formed

by simply lifting a set of parcels from the boundary layer under normal conditions.

So, part of the development process requires increasing the entropy of the boundary

layer.

This dynamical description of a tropical cyclone might then lead to the inclusion

of some systems that are not tropical. In particular, polar lows may be dynamically

quite similar to hurricanes (Rasmussen 1979, Emanuel and Rotunno 1989, and the

works cited therein; though as discussed in Rasmussen and Lystad 1987, they disagree

on the mechanism responsible for development). Midlatitude baroclinic cyclones can

also extract heat from the ocean. In several well studied cases (e.g. Gyakum 1983,

Bosart and Lin 1984, Reed and Albright 1986) very rapid intensification of such

disturbances has been observed when they move or form over the ocean. Gyakum

(1983) explicity calls on a CISK-like mechanism to explain development. The theory

presented in this work for tropical cyclones may also apply to these other types of

storms in various degrees.
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1.1. Existence of a Threshold

We will distinguish between genesis and intensification. The creation of a large,

organized, initial disturbance, by any means, will be referred to as genesis. Many such

disturbances occur or move over the oceans. Some of these are called easterly waves,

others apparently begin as instabilities of the intertropical convergence zone or along

the southern monsoon shear line. A small fraction intensify, apparently by organizing

deep convective activity, forcing unsaturated air up and out of the boundary layer

so that it saturates and becomes convectively unstable, and by extracting heat from

the ocean surface; all leading to the development of a very warm core. The processes

leading to genesis will, on the whole, be ignored in this work, which concentrates on

intensification.

At least as far back as the 1930s, the infrequency of tropical cyclones was vexing

to those attempting to develop an explanation for these intense storms (see the

discussion following Durst and Sutcliffe 1938). Hurricanes do not regularly erupt

like the frequent tropical cumulus clouds, or even the occasional cumulonimbus. In

the course of a year, there are thousands of cloud clusters over the tropics (McBride

1981). Few of these will grow to be classified as tropical depressions. Only a small

fraction of the tropical depressions will become hurricanes (about a third, based on

N. Frank and Hebert 1974). Of those that reach tropical storm status, about two-

thirds will reach hurricane intensity (Gray 1975), for a global total of usually less

than one hundred. Palmin (1956) noted "In spite of the fact that the necessary

climatological-geographical conditions for the formation of tropical cyclones prevail

over large areas of the earth during certain seasons, the actual appearance of cyclones

of hurricane strength is a relatively rare phenomenon." Contrary to this, we will

show that the climatological conditions for tropical cyclone development through

linear instability are not met.
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It is not simple to distinguish between cases where strong cyclones develop out

of tiny perturbations (linear instability) and those where a sizeable perturbation is

required. If one had complete and perfect data over the lifetime of a disturbance,

the order of relative importance of the dominant energy source terms would change

at the threshold, if one existed. Such a data set does not exist, nor anything even

close to it. However, for at least some disturbances, the Atlantic easterly waves, the

disturbances begin in a region of barotropic instability over land, then intensify over

the water in a region with little barotropic or baroclinic energy supply (Reed and

Recker 1971, Burpee 1972), indicative of a change in energy source.

1.2. Solution Procedures

The theory presented here is based on the CISK type model of Ooyama (1969).

We will examine Ooyama's general system, with the inclusion of dissipation, up to

second order in an amplitude expansion. The basic feature that deep convection

and net heating aloft are in phase with mass convergence in the boundary layer is

retained. This system can exhibit a disturbance amplitude threshold for growth.

The threshold is tied to overcoming dissipation and the faster than linear growth of

some of the forcing terms.

We will assume that cyclone scale oscillations are not an essential part of the

intensification process. Asymmetric structures may be an important part of the

environment that affects intensification, but these will not be considered necessary for

intensification, though some workers have taken a contrary position (e.g. Molinari and

Vollaro 1989, Challa and Pfeffer 1990, Merrill 1988). Asymmetries in the upper level

will only be considered helpful in the development process to the extent that they

encourage momentum mixing aloft within the anticyclone, but not as an "outside"

influence.
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The weakly nonlinear method has several well defined steps. The steps related

to linear systems will be examined here in Part I. The mathematical procedures are

described in greater detail in Handel 1990. After laying out the basic equations, the

system is linearized and the resulting eigenvalue problem solved. The first order lin-

ear system is homogeneous. Only the stationary case result is needed, otherwise the

solution would be dominated by the first order time dependence (though cf. Orszag

and Patera 1983 where a second order expansion was performed on slowly decaying

solutions). Moist convection provides a major complication in even linear problems.

The thermodynamics of updrafts and downdrafts are different, so matching condi-

tions at the dividing location(s) must be met in addition to the boundary conditions

(see Haque 1952 for perhaps the first example of this). The domain location sepa-

rating these regions must be solved for as an additional eigenvalue. The inclusion

of dissipation, which is necessary for nontrivial stationary solutions, leads to much

higher order equations than in the earlier CISK theories. Momentum diffusion also

greatly increases the value of the forcing parameter needed for linear instability such

that the ambient vertical potential energy even in the most favorable parts of the

tropics is insufficient for growth from infinitesimal perturbations.

2. Physics of the Model

The model used is set in cylindrical coordinates (r, z), where r and z are the radius

and height. The disturbance is centered and fixed on the origin of the coordinate

system. All fields are assumed to be axisymmetric. The coordinate system is rotating

and the Coriolis parameter, f, is constant. Essentially, the model has two layers. A

third layer at the lower boundary is treated separately, but is of fixed height. The

layers are designated 0 for the boundary layer, I for the lower layer, and 2 for the

upper layer. Azimuthal (or tangential) motion; i.e. the velocities v0 , v1 , and v2 ; will
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be referred to as the primary circulation. Motion in any (r, z)-plane, is the secondary

circulation.

We will follow Ooyama 1969 closely in setting up the basic equations, though

not at all in solving them. The three layers have only two different densities, with

the lower layer and the boundary layer having the same density, defined as p, = PO,

P2 = ep0, with e < 1. This assumption is made strictly to keep the problem as simple

as possible. The inward radial mass flux is defined by Oj = -hjuirpi/po, where hj

is the layer thickness and uj is the (positive outward) radial velocity. The layout is

illustrated in figure 1. In general, subscripts will always designate the layer to which

the variable applies, with a generic subscript of j indicating that the expression

applies to all layers.

2.1. Mass and Momentum Equations

Continuity of mass is maintained in each layer. The boundary layer is assi..ned to

have constant thickness with respect to both space and time, so 0 and 0.

The resulting continuity equations are:

0 NO fo (2.1)
r O~r

Oh,= rOrP Q + w (2.2)

O"-h2 =8 + Q (2.3)
&t r ar

w W+ - w- = vertical velocity out of boundary layer
[w+ (upward) > 0, w- (downward) > 01

Q Q+ - Q- = interlayer mass flux (velocity units)

between layers 1 and 2
[Q+ (upward) 2_ 0, Q- (downward) > 01.

The vertical velocity out of the boundary layer, and the interlayer mass flux from

latent heat release and diabatic processes, are separated into upward and downward
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motions, both of which are defined to be nonnegative. There can be both upward and

downward interlayer mass fluxes at the same radius, simultaneously. This indicates

that there are parameterized processes on scales smaller than those resolved.

The equations for angular momentum, Mj - vjr + fr 2 /2, are

O(hoMo) = a-(koMo) - Zo, + Z. (2.4)rO

5(h1 Mg) = •-•(' 1 M + A,)- Z12 + ZoI (2.5)

a a
S(h2M) = -L(Ci2M2 + A2) + Z12 (2.6)

where the A, represent the lateral eddy fluxes of angular momentum, and Z,, Zil

represent the vertical fluxes of angular momentum. In the boundary layer, lateral

diffusion has been assumed to be much less than the surface stress and is ignored.

The vertical fluxes are

Z. = -rrl/a, -r. = po(k•o + CoIvOlvo) (2.7)

Z01 = Mow+ - MIw- + V(Mo - Mi) (2.8)

Z12-" MIQ+ - M2Q- + (MI - M2), (2.9)

where -r is the surface stress, k, is a linear drag coefficient with velocity units, and C"

is a dimensionless quadratic drag coefficient. Interlayer friction is included with the

linear coefficients M and v. The lateral eddy flux of angular momentum is assumed

to follow a simple Fickian diffusion law with respect to solid body rotation:

s0 3 (
A, = eAjhjr3 a ! ($) = kjr3 ?() , (2.10)

where A, is an eddy diffusivity, kj =- ejAjhi is a layer integrated diffusion coefficient,

and el = 1, C2 = f
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The pressure field will be assumed to be hydrostatic, so

po(r,z)=gpO(ho+h,+ehj-z), 0_<z<Io

pi(r,z) = gpO(ho+hj +eh 2 - z), h <z <ho+h (2.11)

p2(r, z) = gep0(ho + h, + h2 - z), ho + h <5 z < ho + hi +h 2 ,

where g is the accleration due to gravity. Since homogeneous layers are assumed,

the geopotential perturbations are Oj(r) -a [pj - pj°)(z)] /pj, where the superscript

(0) refers to values for the state of no motion. The lowest order balance in a tropical

cyclone is the gradient wind:

(i+ !kL vj (2.12)

This diagnostic constraint provides the link between development of the pressure and

tangential velocity fields. The changes in these fields, however, are controlled more

by the secondary circulation. From eqs. (2.11), the definition of the 0, and (2.12),

it is then clear that vo = vj and Mo = MI. Hence, the term proportional to v in

eq. (2.8) vanishes and v, can replace vo in the stress law of eq. (2.7).

Substituting the expressions for the vertical flux of angular momentum, (2.7)-

(2.9), into the equations for conservation of angular momentum, (2.4)-(2.6), yields

ho=VC 1  _ r (2.13)

="h - '-" =-(1, + (Q- + p)(v2 - vl)r + a (2.14)
& r~ oAr

,h2---- = (2'2 +- (Q+- +)(vI - v2)r + -A2  (2.15)

The 4- f + are the total vorticity and Co = (I.

Combining the equation for continuity in the boundary layer (2.1), with a radial

derivative of the equation for conservation of angular momentum (2.13) yields an
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expression for the vertical pumping out of the boundary layer,

W = 41 [krvi + CDrlvIvl+ho r (2.16)

The terms due to friction (those proportional to k, or C.) are the Ekman pumping,

though we may occasionally refer to the whole of the mechanically forced vertical

velocity under this rubric. For the lowest order solutions, which will be linear, the

stress is then linearly proportional to the tangential velocity and the Ekman pumping

is proportional to the relative vorticity. Ekman pumping and radial profiles of vertical

velocity are discussed further in Part III (Handel 1992).

2.2. Diabatic Processes

Parameterization of the vertical mass flux in response to heating' and cooling is one

of the more crucial, yet ad hoc, parts of this model. There exist far more sophisticated

schemes for parameterizing cumulus convection than the one used here, but on the

whole they are not yet amenable to analytic treatment by most mortals.

The positive vertical interlayer mass flux is taken such that Q+ = 7+, where

q is a nonnegative entrainment parameter. This assumes that cumulus heating and

entrainment only occur where there is Ekman pumping out of the boundary layer. As

already noted, this is the central assumption of CISK. In a mature hurricane there

are often convective bands outside of this region. However, in weak disturbances

there is much less convection outside of the central region and what convection there

is tends to be scattered. Scattered convection will not have any great effect on the

organized lateral mass flow of the cyclone. Since we will not allow both w+ and w-

to be nonzero simultaneously, it will be easier to include the requirement that Q+

'Following Schubert and Hack (1982), by heating we refer to 7 and by warming to
where 0 is the potential temperature.
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vanish when w+ = 0 in the definition of q rather than the definition of Q+. So, we

set

Q+ q(2.17)

with
1 + Xo- X2 W>0 (w+ >O) (-8

7 0= X 2 - X I 'O (2 .1 8 )
{i+oX2 o>.O (w+ =0)

X0 - 0e of boundary layer

X, - 0, of lower layer

X2 0: of upper layer,

where 0, is the equivalent potential temperature and 0: is the saturation equivalent

potential temperature. A schematic of the parameterization is included in figure 1.

It is assumed that saturated cloud air has nearly the same potential temperature

(9 not 0.) as its environment when it reaches the upper layer, and that the Xj mix

linearly. The amount of lower layer air entrained is the amount that neutralizes the

boundary layer air with respect to the upper layer. The buoyancies, or potential

temperatures, of two parcels are approximately equal when their saturation equiva-

lent potential temperatures are equal, which ignores the effects of water in all of its

phases. For a saturated parcel, 0. = 0e and there is little difference between these

two measures at high altitude. Cloud air is then neutral with respect to the upper

layer when its 09 (equal to IXo + (q - 1)XJ]/I7 by the mixing assumptions just given)

matches 0: of the upper layer (equal to X2). This assumes that most entrainment is

lateral rather than at cloud top.2 The only case we will be concerned with is where

2Entrainment and mixing are not equivalent, though the distinction is avoided here.
There can be large amounts of entrainment and still have undilute parcels reaching cloud
top. Further, it can be the case that though most of the entrainment is lateral, parcels
reaching the cloud top mix mostly with other parcels at. the upper reaches of the cloud.
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S > 1 and X0 > X2 > X1- In this case the two main layers are stably stratified and

the boundary layer is conditionally unstable.

With use of this scheme there is no prognostic thermodynamic equation.3 Even

though it is assumed that there is sufficient entrainment to neutralize boundary layer

parcels with respect to the upper layer, this situation is not "neutral". There is a real

vertical instability at work here. It is only that the evolution of the temperature field

is slow and the vertical accelerations, per se, are irrelevant to the problem. Rather, it

is the symmetric entrainment caused by the heating and vertical acceleration that is

crucial. This is consistent with the analysis of Schubert et al. (1980) showing that a

cloud cluster is far more efficient in spinning up a vortex through its vorticity import

than through direct heating.

To spin up a tropical cyclone, angular momentum must be transported inward

throughout a fairly thick layer (about 5 km). The magnitude of X0 - X2, found in

the numerator of eq. (2.18), is a measure of the conve-'.:ve potential energy available

to drive the system. To advect, entrain, and then vertically stretch a parcel from

the lower layer, the static stability between the layers must be overcome. Hence,

decreasing X2 - XI, found in the denominator of eq. (2.18), increases the forcing

parameter. Increasing X0 in the boundary layer only increases the numerator in 17.

Decreasing X2 by cooling the upper layer does double duty.

Once released, an unstable parcel will rise, release heat through condensation, and accel-
erate upwards. The acceleration and heat release will induce an accompanying solenoidal
circulation. Fluid that flows inward toward the path of the rising parcel and follows it
upward should be considered as entrained, though no mixing has occurred.

3 A closely related scheme was recently used by Fraedrich and McBride (1989), while
examining the CISK model of Charney and Eliassen, but who seem to be under the misim-
pression that elimation of a prognostic thermodynamic equation is similar to a lack of re-
liance on a large reservoir of convective potential energy. The dynamics of their "free-ride"
balance are essentially the same as that of Ooyama's parameterization from twenty-five
years earlier, used here.

167



In a hydrostatic model it is impossible to close the secondary circulation of a

steady solution without some diabatic cooling process. The simplest parameteriza-

tion of such a process is Newtonian radiative cooling. Cooling is set proportional

to the difference between the mean potential temperature with no motion and the

mean potential temperature of the two layers, Gm:

Q- = 0(9 -, _2)), (2.19)

where P is a cooling constant in units of msec-IK-' and e(.) is 19 for the rest state.

Between two given pressure surfaces, the mean temperature is proportional to the

thickness between the surfaces:

am, - no) = 0-01 (2.20)
C,7 - 12)

where 7rj = (po,/poo) 2/7, cý is the specific heat of dry air at constant pressure, and

Poj is an average pressure for the layer j. Making use of the gradient wind relation,

eq. (2.12),

aer. (f+ -Ur() ,V (2.21)
57 C,(Tl 2)

This assumes that *- 'C 7- or that . 1, which holds. This also assumesO 7ssme

that 0, = 0(G) where 2 = 01. We then obtain an expression for the radial derivative

of the cooling, though not the cooling directly:

where b _ 3/[cp(ri - v2)]. Radiative cooling is allowed everywhere in the domain.

A shortcoming of this scheme is that there is no difference in cooling rates between

cloudy and cloud free regions (see W. Frank 1977 for observational evidence of the

importance of this difference). In real tropical cyclones the decreased radiative cool-
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ing in cloudy regions may encourage intensification, though in the scheme used here

the cooling is strictly dissipative.

We will also need to determine the variations of the X, that affect both Q+ and

Q-. In the boundary layer

"a + U + !'(Xo - X1) =(2.23)

j;1V K'- XO) + r 4lr (k or)

where C, is a bulk exchange coefficient and kX is a diffusion coefficient. The equiv-

alent potential temperature of a parcel saturated at the sea surface temperature is

designated X. This value was kept fixed in the weakly nonlinear calculations, though

for strong disturbances it must be taken as a function of surface pressure and would

provide an additional boost for intensification.

The value of X, will be assumed constant and there is no turbulent entropy

exhange between the boundary and lower layers in eq. (2.23). This was done mostly

for simplicity and in retrospect may have been less than wise. As will be seen in

Part II, a consequence of this is unrealistic growth of X0 for realistic values of the

bulk transfer coefficient Cs.

There are also changes aloft. The first order pressure changes are the result of

changes in the thickness of the layers, not changes of the potential temperature or

density within each layer. At next order the atmosphere must be warming up due to

the latent heat release, which is tied to the change of layer thickness. In the upper

layer the perturbations will be approximated as

X(°) + 0(r -0))• (2.24)

This assumes that changes in the saturation equivalent potential temperature are

times the perturbations of the potential temperature in the upper troposphere. We

will set E = 1.2. This ratio is also approximately equal to ratio of the dry adiabatic
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lapse rate to the moist adiabatic lapse rate in the upper troposphere. The mean

temperature perturbation is as determined by eq. (2.20). The assumption that most

of the mean column temperature perturbation is in the upper layer is supported by

observations such as those shown in Hawkins and Rubsam 1968.

3. Linear Theory

The inviscid linear analysis presented in Ooyama 1969 is an inappropriate starting

point for weakly nonlinear analysis since it admits no stationary solutions with mo-

tion in the lower layer. It also fails to consider the differences in the moist physics

between regions with ascent and those with descent. The stationary system with

friction will be the basis of the finite amplitude expansions in Part II, though we

will briefly examine the linear time dependent case here. Examination of this linear

system will show why the growth of hurricane-like disturbances from inifinitesimal

disturbances is unlikely. A major complication in performing a linear analysis of this

system is the difference in the dynamics of updrafts and downdrafts, resulting in a

double eigenvalue problem.

3.1. Expansions

The fields will be expressed with an amplitude expansion. The azimuthal velocity in

each of the layers is represented as

(1) 2 (2),, =av +av +.. (3.1)

for j = 0, 1, 2. The nondimensional amplitude, a, is a Rossby number measured

as a V/(fL), where V is the magnitude of the velocity perturbation and L is the

length scale (as yet to be determined). We will only be examining solutions that

are cyclonic in the lower layer near the axis, so both a and V are nonnegative. The
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nondimensional amplitude will be assumed to be much less than one, while the radial

structure functions vj1)(r) are for the time being dimensional and will be normal-

ized to have maxima of order fL. The amplitude of stationary solutions will have

the symbol a and the amplitude of infinitesimal time dependent perturbations will

be designated a. All of the fields of motion will be expanded in similar fashion.

Superscripts in parentheses will indicate the expansion order of a variable or param-

eter. Some parameters have constant values in the absence of motion; these will be

designated with a superscript (0).

It will also be necessary to expand the forcing parameter, j7, and the growth

rate, 7, which are both scalers. The parameter q serves as the forcing parameter of

the system. At lowest order

(0)- (0)

(0)) (0 ) X2 (3.2)
(0 - (3.2

X2 Xi

For stationary solutions, 1(0) = 0 and yl) = 0; for slowly varying solutions 7(°)

0 and -M(1) 0 0. To determine the stability boundaries and perform the weakly

nonlinear analyis, only stationary and slowly varying equations are needed. Some

limited results from the linear time dependent system will be presented below, but

the equations will not be examined here (they can be found in Handel 1990).

At first order for stationary or slowly varying solutions, the vertical velocity

expands to

w(l) = k, (3.3))
f frtvV (3.3)
f rar

the Ekman pumping is proportional to the low level vorticity. The cumulus heating

expands as

Q+()= = 7 = /(o) k-, rv2r (3.4)
f r1r
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and the derivative of the radiative cooling as

o- =bf(4) - v(,") (3.5)
Or

3.2. Linear System

One could directly reduce the resulting linear problem to an eighth order equation

in one variable, though it then becomes very difficult to follow the physics. This also

requires taking several derivatives of the discontinuous parameter 17, which is very

problematic when it comes time to impose matching conditions at the boundaries

between ascent and descent regions. There is a clearer way to proceed using a vector

equation. Two new variables, proportional to the radial flow, are now introduced:

V3 -= (f /k,)i 1/r, v4 - (f/k.)ik2/r. The constants k. and f are included in the

definitions to make v3 and v4 have the same units (velocity) as v, and v2. Neither of

those constants will ever be set to zero, since that would eliminate the basic driving

physics of the problem.

The linear stationary versions of the momentum equations (2.14) and (2.15) at

lowest order are

0 - k0O)rf2)(I) + p(i" - j 1))r + k.'(43'r (3.6)

o = k?°r, 2W') + ,(j" 1) - W))r + k,",•1 r . (3.7)

The first term in each of these represents lateral diffusion of angular momentum,

the second term is the vertical diffusion, and the last term is the lateral advection

of planetary vorticity by the secondary circulation (though the factor f is hidden

in the definitions). The overbars indicate stationary solutions. The box operator is

defined as 02 v = I (V). Though the operator has been defined in terms of partial

derivatives, the same notation will be used when full derivatives with respect to r

are intended.
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The radial derivative of the first order stationary version of the continuity equa-

tions (2.2); with the first order expansion of w, eq. (3.3); the substitution of the

heating parameterization, eq. (3.4); the cooling parameterization, eq. (3.5); and mul-

tiplication throughout by rI°)f/k.; is

0 = O•)� 20(° -) - (°)0d [(.(o) -_d~ir• 1dA+ )°f2 (1)• -+ (3.8)

dr 1( 1) dr + k 2 i

The first term here is the derivative of the lateral flow divergence, the next terms are

the derivatives of the vertical transport to the upper layer and the vertical transport

from the lower layer, and the last term is the derivative of the descent into the lower

layer from radiative cooling.

Rather than use the upper level continuity equation (2.3), we use the sum of

the continuity equations. Integrating once, with the boundary condition of no flow

at the origin, yields
V1 +1) +1) -0. <9

I) + f) f),(3.9)

Since we will be dealing with two separate domains, the application of the boundary

condition at the origin does not constrain the integral of the summed continuity

equations in the outer region. The boundary condition that there is no net lateral

flow at the outer boundary of the domain leads to the same result for the outer

region. The three terms are proportional to the inward horizontal transport in the

boundary layer, lower layer, and upper layer, respectively. The last four equations

can be reduced to three, using eq. (3.9) to eliminate f( 1). This reduced system can

easily be expressed in matrix form but is not written out here.

Since we will later be determining solvability conditions on inhomogeneous ver-

sions of the linear system, it is necessary to construct the adjoint system. It would

be preferable, however, to transform the linear system into one that is self-adjoint,
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a process that does not affect the linear solutions. The tranfdormed, self-adjoint

system for v = (VI, V2, V3 ) is:

r-- B + kArtl = O (3.10)

where

(KM- M -BK 2 +I-i$ 0 ) M-BK 1

B M-BK -B 0

10 0

( ~-M+BK-B -f +B

A=I -2+B 2 M

with the nondimensional parameters defined as M -= l/k., K k(°)/°)14, and B a

bf2kO)/k,2.

At the center (origin), the tangential velocities and the radial transports must

vanish. The same conditions will be used at the outer boundary of the domain,

r = ri, so

v1,= 0 =0 and vl,=,, =0 (3.11)

provide all of the boundary conditions in vector form.

One of the major complications in this problem is the discontinuity in the co-

efficients of the linear equations at the boundaries between updraft and downdraft

regions. We will assume that the region closest to the origin has positive w and

that there is only a single region outside of that, with Ekman suction throughout.

By solving this system, we will show that this assumption is consistent, though it is
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probably not unique. The internal boundary where w = 0 is labeled r0 , and there,

at first order,

---ri, =0. (3.12)
;dr dI

This is required through eqs. (2.18) and (3.3). It will be necessary to find r0 as an

eigenvalue of the problem.

There must be as many matching conditions at the boundary between these two

regions as the order of the system, which is the same as the number of boundary

conditions imposed at the two endpoints. The required matching conditions are that

all of the vi and their first derivatives (or equivalently •) are continuous. These

conditions can be deriveci Agorously by integrating eq. (3.10) across ro assuming only

that v is finite in a small neighborhood of re. For matching conditions we require

that the vectors

dry~1 )
v(1) and -d are continuous at r0 • (3.13)

r dr

3.3. Basis Functions and Nondimensionalization

Since 7;((°)d,)) -1r(°)O~t4'), because of eq. (3.12), we can replace eq. (3.10) with

k(°)Bo2*(1) + k =A') = 0. (3.14)

Both B and A are piecewise constant matrices. Therefore we can deal separately

with each region as a standard linear problem. In the ascent region we will assume

that the solutions are sums of first order Bessel functions so that 0 2v - -m 2v.

The m 2 then satisfy det (kA- m2k(O)B) - 0. For m 2 < 0, the solutions are

modified Bessel functions. The simplest nondimensionalization uses a length scale of

L )/k,. For any limits that still allow stationary hurricane-like solutions, both
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of the parameters used are kept finite. The square of the nondimensional wavenum-

bers (in roman type) are transformed as mn2 = (k / (0))m2. The nondimensional

wavenumbers satisfy

Km- [17°() - 1 - M(1 + K)] m4 + [M + B(1 + K)Jm2 + B =O. (3.15)

The degree of this expression implies that there are six linearly independent solutions

to eq. (3.14) in the ascent region. The frictional dependence of the form of the

linear solutions has now been greatly simplified. Rather than needing the not-well-

known magnitudes of the frictional parameters, we need only their ratios. It is

straightforward tc derive the dispersion relation for the time dependent problem.

The result is eighth order in m, second order in -y, and requires four additional

nondimensional parameters: three pertaining to the layer depths and one to the

reduced gravity. Some results from this will be discussed below and shown in figure 3.

If all of the roots m2 were negative, i.e. there were no Bessel function solutions

but only modified Bessel function solutions, or any of the roots are complex, it would

be impossible to satisfy the homogeneous boundary conditions at the origin and

the matching conditions, except with the trivial solution. These conditions provide

requirements for a minimum value of /(O) which will be designated r0). This in fact

is the same minimum value required for the existence of linearly unstable modes

in the ascent region. However, this is not necessarily the critical value for linearly

unstable solutions meeting the boundary conditions and the matching conditions [see

discussion on p. 27).

Some limiting cases are helpful. In the limit of small radiative cooling (B <

M,1)

(() + K) + 2v'M-K+ B (1 + K) V + BK (3.16)
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It is worth noting that for believable values of the frictional coefficient ratios, this

lower bound on io) is significantly greater than 1 (q(°}) = 1 for the inviscid case).

(0)Plots of 17f are provided in figures 2. Note that in the singular limit of K -- 0, then

16/ = 1 + M is the requirement for at least one positive value for in2 . The lower

bound increases rapidly with M, though more slowly with K. This difference becomes

less pronounced as one increases B. The graph does not extend to larger values of

the parameters because these lead to values of (0) so large as to be irrelevant.

Figure 3 shows growth rate as a function of squared wavenumber using several

values of the forcing parameter, 77(0), for basis functions with unconditional heating

(cooling in descent regions). These functions are not solutions to the boundary

value problem, which are discussed below. The growth rate is scaled as T = -y/f.

Parameter values are set at M = 0.5, K = 0.2, B = 0.005, t = 0.4. The layer depths

were set at ho = 1 kin, h, = h2 = 5 km. The curves are similar to those found in

figure 3 of Ooyama 1969. However, the critical value for 17f of 2.74 is much greater

than that found by Ooyama of about 1.1. This is mostly due to the smaller value of

k, and the larger value of p chosen here. Though the maximum growth rate increases

faster than linearly with increase in q(0), when j7(0) is nearly 4 the growth rate is still

only about 0.05f. This is still much slower growth than is observed for larger than

observed amounts of the forcing parameter. When we consider only solutions to the

full boundary value problem, the growth rates will drop even lower.

3.4. Linear Solutions

An example of a solution to the linear stationary problem is shown in figure 4. Solu-

tions were found as two linear combinations of Bessel and modified Bessel functions

for the ascent and descent regions separately. Each of the chosen Bessel functions

satisified the basic linear equations in their respective regions. A double iterative

scheme was used to find the basis function coefficients and the two eigenvalues for r0
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and iO), such that the boundary and matching conditions were satisified. The eigen-

value of the forcing parameter is designated r7( °). It is the only value of the forcing

parameter compatible with boundary conditions, matching conditions, and physical

parameters for a stationary solution. Due to the insensitivity of 17 .) with respect

to changes in rl, it was not possible to fix ri.) and search for r1 as an eigenvalue.

Further details on the iterative scheme can be found in Handel 1990.

In the time dependent tropical cyclone related problems of say Haque (1952)

and Charney and Eliassen (1964), there was no additional constraint corresponding

to eq. (3.12) and a problem with only a single eigenvalue was needed. This allowed

a continuous relation between the growth rate and the horizontal length scale of

the updraft, with the downdraft extending out to infinity. The works of Bretherton

(1987) and Emanuel et al. (1987) are more closely related mathematically to the

problem presented here, i.e. they have different physics in two different regions and

an additional condition leading to a double eigenvalue problem, though they are

not on tropical cyclones. In those works the two parameters that were varied as

eigenvalues where the divider between the regions of different physics and the growth

rate. Instead of a continuous relationship, the solution set is a countable (though

infinite) set of points in the parameter space of length scale and growth rate, with

interest primarily in the solution with only a single updraft in the inner region.

What separates the problems with two eigenconditions from those with only one

is the requirement that w vanish at ro, rather than just change sign with a jump

discontinuity. This requirement is imposed here because the problem is viscous. In

the inviscid problem there can be a jump discontinuity in the vertical velocity. If

a jump is allowed, there is no condition that "defines" r0 ; it can vary over a range.

Here, when stationary solutions are being considered, the growth rate is zero and

additional parameter is still needed to be determined as an eigenvalue of the system.

The problem was solved by varying r7(0) with a fixed outer boundary.
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For the solutions to the linear time dependent problem, used to generate fig-

ure 5, the growth rate was set and the value of i(0) was sought. This kept the solution

procedures for the stationary and time dependent problems similar. The time depen-

dent problem, however, was higher order and required two additional basis functions

in each region.

Several basic features should be noted in the linear stationary solution. The

lower layer has cyclonic circulation throughout the domain, v(4) I 0. In the upper

layer the flow is everywhere anticyclonic, Vi' 5 0. It is appropriate for a solution

applying to a young disturbance not to be cyclonic at small radius in the upper layer

since the air flowing outward did not begin with large amounts of angular momentum.

This is also consistent with the observations of Black and Anthes (1974) that weak

cyclones and ones still in early development do not have a cyclonic regime in the

outflow. There is inflow throughout the entire lower layer, vi") > 0. The maximum

strength of the anticyclone aloft is at a greater radius (about double) than that of

the maximum wind of the the low level cyclone.

The vertical velocity is greatest in the center. (Linear and nonlinear drag laws

lead to very different spatial distributions for the Ekman pumping, and it is a linear

drag law which controls the lowest order solutions here.) The radius of maximum

cyclonic winds is smaller than the radius where w crosses zero. It is also of or-

der one nondimensionally and in Part II will be taken to be of order L ,- 100 km

dimensionally.

Note that only the values of B, K, M, and r, are needed for the linear stationary

calculation. The solution in the figure has been normalized so that the maximum

of V11) is one and the length scale is nondimensionalized with r =_ r/L. Velocities

in the lower and upper levels are directly comparable. The vertical velocity can be

obtained from the curve for ± after scaling by k,/(fL) - k3,/2f - (o - 3.10-4rdr -2

for comparison (see Part II for a discussion of parameter values). The lower level
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horizontal velocity, indirectly given by v3, must be scaled by - (hf/k,)-. 10-2

for comparison.

All of the parameters will be kept fairly small. Large values of M, K, and B,

would lead to unrealistically large requirements for iý.o). We will later make use of

solutions with r(O) of order 2. Even an qýO) of order 2 seems to imply a much greater

amount of convective available potential energy (CAPE) than even those who believe

that CAPE exists would claim. However, when the linear solutions are used in the

nonlinear calculations of Part II, it will be seen that solutions with an 17(,T) of say

2.5 are relevant to finite amplitude disturbances in an environment with an ambient

forcing parameter, q., of say 1.2, which does not require a large amount of positive

buoyancy for lifted parcels.

The assumption that the vertical diffusion ratio, M, is small is equivalent to

assuming that the strong surface friction exceeds internal vertical momentum mixing.

In other theoretical models this is usually taken to be zero. In a mature hurricane,

with large vertical convective transports, the diffusive momentum transports are of

the same order. For the linear case, where the explict inclusion of cumulus momentum

transports does not yet appear, the parameterized turbulent transport serves as a

proxy. The values chosen for M will fall mostly in the range from 0.1 to 0.5.

For K to be small, momentum diffusion must be greater in the upper layer

than in the lower layer. We will assume that this is the case. This is justified

by the presence of the unresolved asymmetries and jet-like structures of the upper

layer, along with inertial instabilities on short time scales. The large deviations from

cylindrical symmetry create much greater internal velocity gradients than appear in

the azimuthally averaged quantities. Our axisymmetric model can compensate for

the lack of asymmetries aloft through a greater eddy viscosity. Both observational

and modelling works (e.g. Challa and Pfeffer 1990 and the references cited therein)
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have also shown that momentum mixing is stronger and more important aloft. So,

the values chosen for K will also fall mostly in the range from 0.1 to 0.5.

Radiative cooling is a weak process compared to the others in this system,

though still necessary to close the circulation of steady solutions. In the downdraft

region, if B is made too large, oscillatory solutions would develop (some m 2 must

be complex), greatly complicating the problem. We arbitrarily restrict B to prevent

this, but choose it to be nearly as large as this limit.

Solutions were determined for a range of the independent parameters. Properties

of these solutions are shown in table 1. It can be seen from items 7-9 and 14-18

that there is little variation in the form of the solutions as r, varies, nor is there

much variation in the eigenvalue for YýO), except as r, approaches r0 . As r, increases,

evaluation of the growing Bessel and modified Bessel functions becomes less accurate.

Hence, the very weak nonmonotic variations of rfO) and r0 with increasing ri may

be an artefact of the limitations of the function evaluation algorithms and should be

viewed with caution. The lack of sensitivity of qO) to variation of r, is why it is not

possible to vary r, in search of eigenvalues. Given a parameter set {M, K, B), there is

only a very small range of 17(0) for which solutions exist. At its minimum, 71(°) is still

significantly greater than ,(0). This indicates that the actual critical value of ,q(O) for

solutions consistent with the boundary conditions is greater than that which simply

ensures positive real values of m2 . For linear growth still greater values of 17(0) are

required., as can be seen in figure 5. The growth rate increases approximately as the

3/2 power of the supercriticality in the forcing parameter, based on the figure. For

comparison with figure 3, with a forcing parameter of 3.75, the growth rate is only

about 0.03f. This is clearly insufficient to explain tropical cyclone intensification.

Decreases in M lead to increases in the anticyclone relative to the cyclone. This

is consistent with the simple view that the greater the amount of vertical diffusion

the lesser the amount of the vertical shear. Comparisons can be made from table 1
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using item sets {1, 4, 20); {2, 5, 8); and (6, 15, 21), which are presented as curves in

figures 6 and 7. Increases in M lead to increases in the required forcing parameter ,•O),

decreases in the relative anticyclone strength ( R2  I max(*2 ) / max(v) I), increases

in the lower layer inflow (R 3 - I max(v3) /max(v) I), and decrease in the relative

size of the updraft region r0.

Variations in K may be examined with items sets from table I of (1, 2, 3); (4,

5, 6); (8, 15, 19); and 120, 21}. These comparisons can also be seen comparing

across curves at constant M in figures 6 and 7. Increases in K, which correspond

to increases in the eddy viscosity of the lower layer, lead to increases in all of the

required forcing, the upper level anticyclone (or weakens the lower cyclone), lower

level inflow (to compensate the diffusion), and relative size of the updraft region.

Since K is also proportional to the ratio of the layer depths, increasing K is a proxy

for increasing the depth of the cyclone layer or decreasing the depth of the anticyclone

layer. Hence it is detrimental to cyclone development to have a thin outflow layer. In

actual cyclones, strong asymmetries aloft lead to increased momentum mixing in the

upper layer. This increases k?°) with respect to k(0 ) and reduces K. Without greater

mixing aloft, K would be greater than one and the required forcing parameter for

linear instability would be very large.

If vertical diffusion is fairly strong, i.e. M not small, and lateral diffusion in the

lower layer fairly weak, i.e. K small, the cyclone and anticyclone of the weak station-

ary solutions are of approximately equal strength. It is not clear in the atmosphere

how much more turbulent the outflow layer is than the inflow. However, if the eddy

viscosities of the two layers are similar, then K • 1/e > 1, which results in solutions

with very strong anticyclones aloft, unlike any observed disturbances.

The effect of variation in radiative cooling can be seen by comparing the set

of items {7, 10, 11) in table 1 (the difference in the outer radii is not particularly
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significant). The primary effects of increases in the radiative cooling are to require

increased forcing and to decrease the strength of the anticyclone.

4. Discussion and Conclusions

Though some have argued that there is very little CAPE in the tropics (e.g. Betts

1982, Xu and Emanuel 1989), we will first examine the most generous estimates.

These assume pseudoadiabatic ascent for parcels originating at low levels in the

boundary layer. For soundings obtained during hurricane season in hurricane prone

regions, the buoyancies of boundary layer parcels lifted to the upper troposphere

are maximally about 8 K (Palmeii 1948). Xu (1987) obtained a value of 5 K for

an average summertime sounding over Truk, an area of moderate tropical cyclone

activity, so slightly larger values in areas and periods of greater activity are to be

expected. This provides a value for (X(0°)- X2°). Using the values for equivalent

potential temperature and saturated equivalent potential temperature from Xu 1987,

the stability of parcels averaged over the lower troposphere with respect to the upper

troposphere is about 4 K, providing a value for (X(2° - x•°)). This yields an ambient

forcing parameter value of %* = 3.0. Given our present knowledge of the vertical

structure of the atmosphere in the tropics, it would be difficult to justify a larger

value for the ambient forcing parameter. With the inclusion of water loading effects

and mixing processes, the appropriate value may be significantly smaller.

In the inviscid calculation of Ooyama (1969), without a coupled dry descent

region, the critical value of the forcing parameter was only 1. This implied the

possibility of instability if there was any CAPE for boundary layer parcels. In the

calculation presented here, it has been shown that the critical forcing parameter is

significantly greater than one. Even in the example solution fully shown, the required

forcing parameter was 2.75, with the assumption that the integrated momentum
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mixing throughout the troposphere was only half the boundary layer friction and

the eddy diffusivity (A not k) of the upper layer was only about a tenth of the lower

layer value. For weak disturbances, which have not yet developed strong asymmetries

aloft, the lateral eddy diffusivites are likely to be closer, K larger, and the required

forcing parameter still greater. If the eddy diffusivities and depths were equal for

the two layers, then K = 1/e --- 3. As can be seen from table 1, for K = 1.0,

with M = 0.5, then 170) > 4. From figure 5, where the stationary solution requires

q(O*) = 2.75, an ambient forcing parameter of 3.0, yields an e-folding time of more

than 20 days. An ambient forcing parameter of about 4.7 would be required to reduce

this to the needed time of about 2 days. This leads us to the conclusion that the

growth of infinitesimal hurricane-like disturbances through a linear CISK mechanism

is unlikely to produce intense tropical cyclones on the time scale observed.

This is an encouraging result for use of a CISK theory of tropical cyclone devel-

opment. One of Emanuel's (1986) objections to CISK is that it is a linear theory and

if such linear instability actually existed "weak tropical cyclones should be ubiqui-

tous and not confined to maritime environments", rather than strong and infrequent.

Linear theory can not capture the knowledge that tropical cyclones arise out of rather

strong preixisting disturbances, such as easterly waves. However, CISK need not be

restricted to a linear analysis. As will be seen in Part II, extension of the model

presented here to second order allows rapid intensification under conditions shown

here to be linearly stable.

Here, in Part I, linear stationary solutions were found for a system with CISK

type forcing and dissipative processes, including internal friction and radiative cool-

ing. Inclusion of friction is a singular perturbation to the equations of motion that

greatly increases the thermodynamic forcing required for linear instability. However,

our result is not as sensitive to the values of the frictional parameters as it is to their

ratios. The linear instability criterion is strongly dependent on the ratio of the lat-
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eral friction coefficients and the ratio of the vertical friction coefficients, and only

on their ratios. The presence of even minimal internal dissipation quickly prevents

linear hlurricane-like instability for ambient conditions in regions prone to intense

tropical cyclones.
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Properties of Linear Stationary Solutions

Parameters Eigenvalues Ratio of
Maxima

M K B r, 1711) ro R2  R3

1) 0.1 0.1 0.002 10.0 1.474 1.969 2.0 0.4
2) 0.1 0.2 0.002 8.0 1.627 2.328 2.2 0.5
3) 0.1 1.0 0.002 10.0 2.284 3.520 4.9 1.1
4) 0.2 0.1 0.005 8.0 1.720 1.675 1.4 0.7
5) 0.2 0.2 0.005 10.0 1.932 2.002 1.9 0.8
6) 0.2 0.5 0.005 10.0 2.370 2.526 2.9 1.3
7) 0.5 0.2 0.005 6.0 2.644 1.633 1.2 1.5
8) 0.5 0.2 0.005 10.0 2.641 1.638 1.4 1.6
9) 0.5 0.2 0.005 12.0 2.642 1.637 1.4 1.6

10) 0.5 0.2 0.020 6.0 2.680 1.599 1.2 1.5
*11) 0.5 0.2 0.050 6.0 2.745 1.542 1.1 1.5

12) 0.5 0.2 0.050 8.0 2.753 1.533 1.2 1.6
13) 0.5 0.2 0.050 10.0 2.756 1.5. 1.2 1.6
14) 0.5 0.5 0.005 6.0 3.367 2.054 1.9 2.1
15) 0.5 0.5 0.005 8.0 3.357 2.074 2.1 2.2
16) 0.5 0.5 0.005 10.0 3.358 2.073 2.3 2.3
17) 0.5 0.5 0.005 12.0 3.359 2.071 2.3 2.3
18) 0.5 0.5 0.005 14.0 3.360 2.070 2.3 2.3
19) 0.5 1.0 0.005 8.0 4.252 2.468 3.0 3.0
20) 1.0 0.1 0.005 6.0 3.156 1.157 0.8 2.1
21) 1.0 0.5 0.005 8.0 4.749 1.757 1.7 3.6

Table 1: Properties of stationary solutions. Eigenvalues of 7(0) and ro for various

sets of parameter values. Also included are the ratios Rj - I max(vj) / max(vj) 1.

The asterisk indicates the linear solution shown in figure 4 and used in most of the

nonlinear calculations of Part I.
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Figure 1: Model structure and cumulus parameterization scheme. The region with

0 _< r < ro is the ascent region, while where r0 < r < r, is the descent region. The

boundary layer has fixed height, ho. The heights of the upper two layers may vary.

For every unit mass of air with equivalent potential temperature equal to X0 forced

out of the boundary layer, 7 - I units of air with equivalent potential temperature

equal to Xi are entrained. When the combined V/ units of mass reach the upper

layer they are assumed to be neutrally buoyant with saturated equivalent potential

temperature equal to X2, 'hich is the same as is the environment. The system is

cylindrically symmetric. See text for remaining variable definitions.

Figure 2: Minimum value of the forcing parameter, 17(°), for the existence of real

modes as a function of the vertical and lateral diffusion ratios, M and K, with the

cooling parameter set at B = 0.01. This is the requirement for all m2 to be real and

at least one of them positive.

Figure 3: Nondimensional growth rate as a function of squared wavenumber for sev-

eral values of the forcing parameter, q(0). These curves apply to functions consistent

with the time dependent dispersion relation, not solutions to the full boundary value

problem. The lowest curve, for 0(O) = 2.74, has a maximum growth rate of 0. See

text for additional parameter values.
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Figure 4: A solution to the linear stationary problem with M = 0.5, K = 0.2, B =

0.05, ri = 6.0. The velocities v(1) and vt)( are the upper and lower layer tangential

velocities, respectively, and W1) is proportional to the lower layer inflow velocity. The
vj are all equal to zero at the origin and can be distinguished according to the key

in the upper right comer. The line for ± has a positive value at the origin and

is proportional to the Ekman pumping. There are dashed lines near the upper and

lower borders noting the location of r0 .

Figure 5: Growth rate as a function of forcing parameter for the disturbance shown

in figure 4. The growth rate is scaled by the Coriolis parameter.

Figure 6: Variations in the neutral forcing parameter, P(0), and the updraft extent,

r0 , for linear stationary solutions as a function of vertical diffusion ratio, M. Curves

are presented for various values of the lateral diffusion ratio, K.

Figure 7: Variations in relative anticylone strength, R2 , and relative inflow strength,

R3 , for linear stationary solutions as a function of vertical diffusion ratio, M. Curves

are presented for various values of the lateral diffusion ratio, K.
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ABSTRACT

Linear theories of tropical cyclone development suffer from a conspicuous defi-

ciency. If linear instability from small perturbations were possible, then the build-

up of potential energy to allow very intense disturbances would be prevented by

more frequent weaker disturbances. There appears to be an amplitude threshold for

whether or not disturbances intensify. An analytic theory is provided to examine this

threshold. In Part I, a linearized viscous CISK (Conditional Instability of the Second

Kind) model was examined and it was shown that growth of hurricane-like distur-

bances from infinitesimal perturbations was unlikely. Here, in Part II, we examine

the evolution of finite amplitude disturbances.

We find that finite amplitude disturbances can grow under conditions that are

linearly stable. The instability that is found is essentially a subcritical finite am-

plitude version of CISK. Several nonlinear terms contribute: the faster than linear

increase in boundary layer convergence, due to faster than linear increase of the sur-

face drag; the advection of disturbance relative vorticity by the disturbance; and the

increase in boundary layer entropy due to elevated surface fluxes of water vapor and

sensible heat. For disturbances that exceed the threshold amplitude, growth results

that is faster than exponential in time.
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1. Introduction

In an examination of west Atlantic hurricane formation, Riehl (1948) found that

"deepening began, without exception, in pre-existing perturbations... There was no

evidence of spontaneous formation due to convection over an overheated tropical

ocean. [Emphasis in original.]" Many tropical cyclones can be traced back to dis-

turbances that have existed for days and travelled thousands of kilometers without

significant intensification. In Part I of this study (Handel 1991) we showed that

linear growth of tropical cyclones from small disturbances was unlikely even in warm

regions of the tropics during summertime. Here, in Part 11, we show that if a fi-

nite amplitude disturbance with a sufficiently strong surface cyclone travels into, or

forms in, a region with some convective available potential energy (CAPE), rapid

intensification is possible.

The instability found in this work is essentially a finite amplitude version of

Conditional Instability of the Second Kind (CISK) as presented in Ooyama 1969.

For a given amount of buoyancy, of parcels in the lower boundary layer with respect

to air aloft, and a given stability in the middle troposphere, a threshold amplitude

for intensification is found. Disturbances of greater amplitude will continue to grow,

while lesser ones will decay.

There are no earlier analytic theories that exhibit a threshold for intensifica-

tion. The major competition for this theory can be found in the numerical study by

Emanuel (1989) on what he has more recently referred to as Wind Induced Surface

Heat Exchange (WISHE) theory (Emanuel 1991).

1.1. Nonlinear Growth

Nonlinear theory is used here, not because the amplitudes are so large that linear the-

ory is no longer quantitatively correct (though that is the case) but rather, because
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linear theory is fundamentally incapable of exhibiting finite amplitude threshold be-

havior. Even some of those workers (e.g. Charney and Eliassen 1964, Ooyama 1964)

who applied linear theory to the problem of tropical cyclone intensification realized

the need for finite amplitude theories and the particular inadequecies of assuming

growth from infinitesimal perturbations. The requirement that a rather intense dis-

turbance, within some limited range of configurations, is needed for intensification

has appeared in some numerical models (e.g. Rotunno and Emanuel 1987, DeMaria

and Pickle 1988, Tuleya 1988, Emanuel 1989). Numerical models that produce hur-

ricane like disturbances with tiny perturbations are linearly unstable and unrealistic,

at least with respect to their initial conditions (e.g. Anthes 1972, Yamasaki 1977).

Kleinschmidt (1951) thought that rapid intensification began when the anticy-

clone aloft became inertially unstable, which implies finite amplitude behavior. A

trigger point based on the magnitude of the nonlinear momentum advection terms

was proposed by Shapiro (1977). Emanuel (1989), in contradistinction to the work

presented here, has recently suggested that Ekman pumping must perform work

against a stable gradient, presenting a threshold to be overcome, and that develop-

ment only occurs if the vortex is strong enough and lasts long enough to increase the

moist entropy of the lower troposphere. The qualitative hypothesis of Riehl (1948,

1954) requires the interaction of two independent finite amplitude disturbances, with

an upper level trough triggering the further development of a weak low level cyclonic

circulation. Elaborations of this "outside influence" triggering hypothesis have been

made by Molinari and Vollaro (1989); Challa and Pfeffer (1990); Reilly and Emanuel

(1991); and Montgomery and Farrel (1991); all who consider forcing from upper

tropospheric disturbances.

In this work we show three nonlinear processes that facilitate tropical cyclone in-

tensification. Since boundary layer friction increases faster than linearly, convection

initiated by Ekman pumping increases faster than linearly, causing a nonlinear CISK

202



development. Also, the nonlinear momentum advection in the lower cyclonic circula-

tion, suggested by Shapiro (1977), provides strong assistance for intensification, and

further that a similar process assists in the upper anticyclone. Lastly, the increased

moisture flux at the sea surface from increased winds also drives intensification.

1.2. Solution Procedures

The theory presented here is based on the CISK type model of Ooyama (1969). We

will examine Ooyama's general system, with the inclusion of dissipation, up to second

order in an amplitude expansion. In Part I, the basic equations were discussed in

detail and the linearized system was solved. Here in Part II, we continue with a

weakly nonlinear analysis to find conditions that allow for subcritical intensification

of finite amplitude disturbances.

Expansion of the basic equations to second order results in a system that is lin-

ear and inhomogeneous. The associated homogeneous system is identical to the first

order linear system, and the inhomogeneous terms are functions of the first order

solutions. Inhomogeneous two point boundary problems do not in general have solu-

tions. Ince (1926) provided a detailed theoretical analysis of the algebraic properties

of such differential systems. The solvability condition for the two point inhomoge-

neous case provides a relation between the amplitude of the first order solutions and

the forcing parameter (Malkus and Veronis 1958). The forcing parameter is based

on the relative stability of the layers, which is closely tied to the convective available

potential energy (CAPE). Steady state balance requires that increases in amplitude,

though only in the cyclonic sense, be matched by decreases in the forcing parameter.

With sufficient amplitude for a disturbance, steady state can be maintained with

the forcing parameter less than the critical value for linear instability. Existence of

a stationary solution is no guarantee of its stability. In fact, it would be a great

disappointment if the stationary solution was found to be stable.
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Next, equations are derived for perturbations to the steady solutions. This also

generates a bounded inhomogeneous linear system with a solvability condition. Since

the relation between stationary amplitude and the forcing parameter has already

been determined, this second solvability condition then determines the growth rate

for a perturbation to the stationary solution (Schliiter et al. 1965). Demonstration

that the steady solutions are unstable, with a forcing parameter less than critical for

linear instability, and unstable in a manner that resembles an intensifying vortex,

completes the calculation.

2. Review of Basic Equations

The basic equations used closely follow those of Ooyama 1969. They are also covered

at length in Part I. The system is set in cylindrical coordinates (r, z) on a constant

rotation f-plane. There are two main layers (lower 1, upper 2) with a boundary

layer (layer 0) of fixed height below. All the layers have constant density, with the

densities of the boundary layer and lower layer equal. The equations for continuity

are

0 ONO w (2.1)

"-h-rlp -Q+w (2.2)

8h2  0802
S3 + Q)

at r ar

w M W+ - w- =- vertical velocity out of boundary layer
[w+ (upward) _> 0, w- (downward) 2_ 0];

Q - Q+ - Q- =- interlayer mass flux between layers 1 and 2

[Q+ (upward) _> 0, Q- (downward) _> 01.

The hi represent the layer thicknesses and the Oj are the inward mass fluxes, for

layers j = 0, 1, 2. Each of the layers has a constant density. For simplicity, the
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densities of the boundary and lower layers are assumed equal. The ratio of the

density in the upper layer to the density of the boundary and lower layers is e.

After some manipulation (see Part I), the momentum equations can be expressed

as

h =(-'- = (10, + (Q- + p)(v2 - vl)r + a (2.4)

&v~ r A2

S= (202 + (Q + + ,A0(v - v2)r + aA . (2.5)

The vj are the tangential velocities and the C f + are the total vorticity.

Vertical diffusion between the two main layers is included with a linear coefficient

p and the lateral diffusion is Fickian with respect to solid body rotation, so A, =

kjr 3 (8 ), where the k, are layer integrated diffusion coefficients.

The pressure field will be assumed to be hydrostatic. The lowest order balance

is the gradient wind:

(1 !t CI,, - (2.6)

where the Oj are the geopotential perturbations and f is the Coriolis parameter.

With this balance, the hydrostatic approximation, and the densities of the boundary

and lower layers equal, then v0o = v, (see Part I for more detail).

By combining the continuity and momentum equations for the constant depth

boundary layer, along with a surface stress parameterization, r, = po(kvo +

CDIvoIVo), we obtain an expression for the mechanical pumping out of the boundary

layer:

S"[k, rvi + CvorIvjjvi + (2.7)

The surface stress has a linear term proportional to k, and a quadratic drag pro-

portional to CD, while p0 is the boundary layer density. This will be referred to
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as the Ekman pumping, though technically the time dependent term should not be

included under that rubric. Comparison of the linear and nonlinear terms will be

made in Part III (Handel 1992).

It is assumed that cumulus convection only occurs where air is mechanically

forced out of the boundary layer. The primary effect of convection is to drive en-

trainment in response to heating. The vertical flow from layer 1 to layer 2 is set

proportional to the positive Ekman pumping and an entrainment parameter q:

Q, = q(2.8)

with

{I+ -XO--X2 w>O (w+>O)
17= X2 - X1 (2.9)

10, w<5O (w+ = 0)

where X0 =- e0 of the boundary layer, Xi =- 0. of the lower layer, X2 =- 0 of the upper

layer, 0. is the equivalent potential temperature, and 9: is the saturation equivalent

potential temperature. The parameter j7 is also the forcing parameter for the system.

Newtonian cooling is included throughout the domain. By use of the assump-

tions that most of the temperature perturbation is in the upper layer and that layer

thickness between pressure surfaces is proportional to temperature, along with the

gradient wind balance, yields an expression for the radial derivative of the downward

motion driven by radiative cooling:

8Q- b + A V2 + ! V1(2.10)

where b is a coefficient proportional to the cooling rate. The details of these param-

eterizations of the diabatic processes are discussed in detail in Part I.

For the calculations at second order, we will need the first order perturbations
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to the entropy of each layer. In the boundary layer
8 Xo •,o 8~a v (2.11'O" -0 •'aX + w- (X0 - XI) =(2.11)

CSIVII(X. - XO) + -.- ~kxra,)

where Cs is a bulk exchange coefficient and kX is a diffusion coefficient. The equiv-

alent potential temperature of a parcel saturated at the sea surface temperature is

designated X,. The equivalent potential temperature of the lower layer is assumed

to be constant, though as will be discussed later this may not have been wise. In the

upper layer the perturbations will be approximated as

X2 = X2 + -(9,. - (°)), (2.12)

where 8,. is a mean column potential temperature and 0(°) is the mean column

potential temperature of the rest state. This assumes that changes in the satura-

tion equivalent potential temperature are - times the perturbations of the potential

temperature in the upper troposphere. We will set - = 1.2. The mean poten-

tial temperature perturbation can be obtained by radially integrating an expression

proportional to the right hand side of eq. (2.10).

3. Finite Amplitude Disturbances

3.1. Expansions and the Linear System

The fields will be expressed with an amplitude expansion similar in purpose to that

used by Malkus and Veronis (1958), or by Schliiter et at. (1965), in their weakly

nonlinear analyses. In each of the layers, the azimuthal velocity is expanded as

vj = av(2) + a2V•2, + . (3.1)
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The amplitude, a, is a Rossby number measured as a u V/(fL), where V is the

magnitude of the velocity perturbation and L is the length scale (not yet determined).

All other variables will be expanded similarly. A superscript of (0) will be used for

values applying to the rest state.

The time dependent expansion will be an infinitesimal linear perturbation, with

amplitude a, about a small amplitude stationary state, with amplitude a to be de-

termined, such that a = a + a though a < a. In particular, the expansions require

that the spatial functions 01) of the steady first order solutions and the infinitesi-

mal time dependent perturbations v1) are identical, since at first order stationary

and slowly varying solutions are both solutions to the identical linear system. So,

fi4) = a•.1) and Oi~) = av(A), where v(1) is a solution to the linear stationary problem

of normalized amplitude.

Time dependent perturbations will have an assumed time dependence of elf'.

The growth rate is expanded as

_t = YO) + (a + a)-7"l + a2- (2) + (3.2)

For solutions that are stationary, 7 = 0. A solution for which -Y(O) = 0, but -t(i) 0 0

will be referred to as slowly varying.

To convert the linear problem into a vector form, two new variables are in-

troduced: v =- (f/ko)j 1/r, v4 - (f/k,)02/r. For stationary and slowly vary-

ing solutions (the only ones with which we are concerned here), imposition of the

boundary conditions that the lateral flow vanishes at the center and outer limit of

the disturbance along with the sum of the continuity equations (2.1)-(2.3), requires
(v1) + v(1) + v( ') = 0. This allows reduction of the linear system to one for the vector

v = (VI, V2, t3):

dr k(2°)B + kArv() = O. (3.3)

W k2rdr0)
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Appendix A provides the matrices, A and B, of the linear system. Matrix A is con-

stant and matrix B is piecewise constant with jump discontinuities at radii dividing

ascent regions from descent regions. The boundary conditions for this viscous system

are that the flow vanish at the center and at the outer boundary of the domain.

We will only be concerned with solutions having a single ascent region surround-

ing the origin and a single descent region outside of that. At the dividing radius,

"o, v and its first radial derivative must be continuous. This radius is an eigenvalue

of the linear system. Figure 1 shows an example of a solution to the linear system

as found in Part I. The eigenvalue of the forcing parameter for an actual solution is

designated 1o).

The most complicated expansion involves the forcing parameter, qj. Unlike in

most stability problems, the forcing parameter can be modified by the first order

solutions through changes in the Xj- The part of q that may vary with the x(I

is designated, I It is a function of the motion and may depend on r. There

is still a need to expand the constant part of 1i, as is done in most weakly finite

amplitude problems. The required expansion part, qr, has no spatial dependence

and is determined with a solvability condition, as will be explained below. To second

order then,

7 = 7(0) + (a + a)7(e1) + (a + a)j7(,)(r) + a + (2)+... (3.4)

Expansion of 17( 2) is not performed since this term will not be needed. The solvability

condition, to be derived in section 3.2, will relate the steady state amplitude to the

forcing. For a positive, if 17( ) < 0 then a cyclonic subcritical instability may be

possible.' By itself, i, -) < 0 only indicates the possiblity of a subcritical stationary

'Usually if the stability of a system is altered at second order, any resulting bifurcation
is referred to as transcriticaL This can be a subset of supercritical or subcritical instabilites
(see Bergi et at. 1986, p. 272ff).
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solution; it is still necessary to determine the stability of that solution. The expansion

for qýl) is based on a Taylor series expansion of eq. (2.9) after performing an amplitude

expansion of the xj:

(1) - ) 1
0 ( (3.5)

X2 -Xi

Boundary layer increases in temperature or moisture causing increases in X(o) help

drive intensification. Warming aloft that increases X2(1) stabilizes the system. The

expressions for X( ), X(l), and other needed expansions for the second order problem

can be found in appendix B.1.

3.2. Amplitude of the Stationary Solutions

The linear solution we have found has, as yet, no determined amplitude. The sta-

tionary system can be expanded to second order, the results of which can be obtained

from appendix B.2. The solvability condition on the resulting inhomogeneous system

will provide a relationship between the forcing parameter and the stationary solution

amplitude. It is already assumed from eq. (3.3) that r- (k" ,. ,,V4, ) +k~rAV( 1 ) = 0,

where V() = av 1).

The vector V at second order will be expanded as V(2) = a2 [v(Th) + v(2)], where

v(2) is the solution to the associated homogeneous equation at second order and

v(2 ) is a particular solution to the inhomogenous problem that is orthogonal to the

solutions to the homogeneous problem. The trick of Malkus and Veronis (1958) was

to realize that since the spatial structure of v(27) is identical to 9V(), it should be ab-

sorbed into the coefficient a of V() and then v(A) taken to be zero everywhere. After

reducing the four inhomogenous second order equations to three and transforming

the system to self-adjoint form, we can express the result as

d (k?)B k.) + ArV (2) = rTM(2) (3.6)
dT r2dr/
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where matrix T is given in eq. (A.4) and M, 2 ) is the vector of the inhomogenous

terms determined in appendix B.2.

The solvability condition for the inhomogeneous system with homogeneous

boundary conditions over the domain [0, rj] is then

o rV(1)'T TMI(2) dr = 0

where v(')' is a solution to the homogeneous problem with amplitude a' and the

superscript T indicates a transpose (see Handel 1990 for a proof of the solvability

condition in vector form). This can be expressed as

j7()n +E = 0. (3.7)

where E and 11 are definite integrals shown in table 2. The integral fl captures
all of the terms that are proportional to , is quadratic in the v1), and is only

integrated over the domain (0, roJ since J0 is zero outside of that. As shown in

the first entry of table 2, an integration by parts has already been performed. The

integral E captures all of the the remaining terms, is cubic in the vj , and most of

its terms are integrated over the full domain. This integral has been separated into

nine terms in the table for comparison of their relative importance. Entries E--E 9

have survived an integration by parts.

From examination of the integral for fl, in the first entry of table 2, it is clear

that fl is negative. Then for subcritical finite amplitude stationary states to exit,

E must also be negative. The integral that comprises E is much more complicated

and will be discussed in section 3.5, where the numerical evaluation of the integrals

is considered.

For E and fl both negative, q(,) is also negative. This allows subcritical sta-

tionary states for & > 0. Most of what has preceded this only applies for positive &.

One could examine this system with anticyclonic circulations in the lower layer, but
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the assumptions on the location of the heating would no longer apply. The effective

value of ji for a given finite amplitude disturbance is defined as 7, _=- r(#O) + &%(1). For

an ambient forcing parameter %/ and disturbance requiring a forcing parameter 17(,°),

there is a critical stationary amplitude, ajj, where j7, = 17. such that

acrt = 17, -Il (3.8)

3.3. Stability of the Stationary Solutions

Having found a stationary solution, it is now possible to look at time dependent

perturbations to that solution. The system is separable for the independent variables

r and t. With respect to t the equations are linear and constant coefficient, so we

may assume solutions proportional to e•t' = e"Y"'t. At first order we again have

rj (k( OB*(" ) +/Ar = 0. The slowly varying system can now be expanded

to second order, the results of which are shown in appendix B.2.

The vector fr at second order will be expanded as 0(2) = 2a [v(Y) + vO)],

where v(2i) is the solution to the associated homogeneous equation at second order

and 0(2 ) is a particular solution to the inhomogenous problem which is orthogonal to

the solutions of the homogeneous problem. As with the stationary case, the spatial

structure of v(i) is identical to V(1). By a renormalization similar to that of the last

section, v(i) is set equal to zero everywhere. After reducing the four inhomogenous

second order equations to three and transforming the system to self-adjoint form, we

can express the result as

rd (kiO)Bd4()) + AIAr(2) = rT.•12)

where A/M2 ) is the vector of the inhomogenous terms given in appendix B.2.
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The solvability condition is

fl r1v()'ITTjt2) dr 0 (39)

which expanded is

2E + -y)r + %'fl =0. (3.10)

With eq. (3.7) then

•-E1) - -.. (3.11)
F*

The integrals for r are given in the third grouping of table 2. Since mostly this

integral is dominated by expressions for the kinetic energy and the vortex potential

energy, we might expect that r is positive.

So if subcritical stationary states exist (implying E < 0) and r > o, they are

unstable. For infinitesimal disturbances off of the stationary state the growth rate is

initially

7 = art7(i)

where ari is determined by eq. (3.8) and the growing disturbance amplitude is

that of the perturbation from the stationary state. However, if we continue to take

the growth rate as y - awf(y), with a increasing in time, superexponential growth

results. This will be discussed further in section 4. As q. increases approaching

Y0), ait decreases, decreasing -y at the stationary point. However, for any given

disturbance amplitude this just shifts the partitioning of the amplitude between a

and d. Eventually the assumption that a < a breaks down, but the qualitative

results still hold.
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3.4. Parameter Values

All parameter values are provided in table 1. The analysis of Xu (1987) was used as

a rough guide for determining suitable values of the X,°. Choosing optimistically to

maximize %, one could take a boundary layer equivalent potential temperature of

Xo = 357 K, a lower troposphere equivalent potential temperature of Xo 1= 340 K,

and an upper troposphere saturation equivalent potential temperature of X2()~

347 K, yielding %6 :% 2.5. In choosing X(0) and )((°) representative values for the

inflow and outflow are desired, rather than the minimum in e. for the inflow and the

value of 0. at the tropopause for the ouflow. In practice, ,7. is usually much smaller

than this due to water loading effects and less favorable values of the moist entropies.

It is probably even less than 1.5 in most regions of development. For a given value

of Yý(0) only two of the three x(0) can be chosen.

The bulk aerodynamic transfer coefficients, C. and Cc, were both assigned

values of order 10-3. The linear surface drag was then chosen to be about k. -

C0 .5 m/sec - 5.10-3 m/sec. For a given value of vertical diffusion ratio M = p/k8 ,

this then fixes the bulk vertical diffusion coefficient p. Multiplication by the vertical

length scale indicates that the values of p for M < 1 imply vertical eddy diffusivities

of order 10 m2 /sec, which are quite small compared to the values chosen in some

numerical models.

Once given k, the value of k 0 E _ eA2 (0) was chosen to keep ro of order a couple

of hundred kilometers and r, a couple of thousand kilometers or less. This implied

an upper level eddy viscosity ,\2 - 10' m2 /sec. These values are smaller than those

chosen for many axisymmetric numerical models. For the values of K = kt /k2

chosen, A1 was smaller still. The much greater asymmetry of the upper level flow

compared to the lower level flow provides the justification for having k(0°) < k()2

With B = bf2k(°)/k• set; f, k(°), and k, already chosen; the cooling constant b is
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also determined and ends up of order 10-6 sec/m, which implies a radiative relaxation

time of one to two weeks. This cooling rate seems smaller than realistic, but larger

values of B require the use of Bessel functions of complex argument, which we wish

to avoid.

The parameters kX, Cs, X( 0), and X, , appear only in the evaluation of X0

in eq. B.2. Since there are only two terms in this equation, this set of parameters

is effectively reduced to two. Further, the first term (proportional to X(°) - X0

dominates this formulation since in this model there arc no strong downdrafts into the

boundary layer. Because this linear (in vj) expression has no feedback for reducing

the entropy difference between the sea surface and the boundary layer, nor is there

any boundary layer drying from downdrafts, V0 can get so large that aX01' can

exceed XT) - A(), which is nonphysical. The lack of any turbulent fluxes of moist

entropy from the boundary to lower layer also contributes to the excessive response

in the boundary layer. To yield more reasonable values, k,- was made unrealistically

large. Another possible fix might have been to allow for variation in Xi.

The parameters for the specific heat, cp; and functions of mean layer pressure

7rj = (po,/p0)2I/7 , where poi is the mean pressure of layer j; appear only in the

integral for X(1) in eq. B.4. The specific heat is considered fixed, the iri vary only

slowly with the mean pressure of the layers, f is fixed for a given location, and

the factor E = 1.2 can only be varied slightly. So, this integral cannot be easily

tuned. Since it represents the thermal perturbation needed to maintain gradient

wind balance, this is not surprising. Perturbations that are spatially large, intense,

or at high latitude, require large temperature anomalies. Plots of both of X0 and

(1)
X2 are in figure 2. From these functions and eq. (3.5), one can determine the

perturbation to the forcing parameter M,, which is plotted in figure 3. To obtain a

positive q(,), it must be that X( > r(0 l). One can always tune N(') to meet this

condition throughout the domain, though for large vortices or at high latitudes this
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might require unrealistic increases in the boundary layer entropy.

3.5. Nonlinear Forcing and Growth Rates

We now examine the terms that make up the integral E. To simplify the dis-

cussion, it is worth noting that the leading factors in square brackets of EI-E5

are positive everywhere for B < M/K. [Use of the linear system can show that

Va} (M - - BK)+4') (* - B) + - t(')M ,-(BK)- - v()B-4gr-24l)• We know

that Al) > 0, v2') < 0, and from examination of figure 1 that 02V30) = L L-M < 0

except by a small amount in a small region just outside of ro.] Terms that tend to

weaken the cyclone are El, Er,, and E8. The first of these represents transport of

anticyclonic relative momentum into the lower layer through radiative cooling and

weakens the 'ower level vortex. The two other terms are both tied to second order

effects of the forced vertical velocity. Though in developing a tropical cyclone it is

desireable to have lower level inflowing air, the accompanying outflow is a net cost.

Ideally for development, inflowing air would just vanish, but the outflow is inevitable.

Both E.5 and Es are from second order effects that lead to increased outflow aloft

and hence increase the strength of the upper level anticyclone. In our example, these

terms are all of the same order of magnitude.

There are a number of second order terms that encourage tropical cyclone devel-

opment. The largest of these in table 2 is D7. This is one of the two nonlinear CISK

terms. It is from the increased convection based on the initial stratification and the

faster than linear growth of the forced vertical velocity out of the boundary layer.

The other nonlinear CISK term, E£6, is from increases in the boundary layer entropy

from wind enhanced sea surface fluxes (mostly of moisture), partially compensated

by an increase in the stable stratification from warming aloft needed to maintain

gradient wind balance. The term Es is partially in the spirit of Emanuel's WISHE
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theory, but not quite, since it still relies on frictionally forced vertical velocity to

release any of this added potential energy. The competing processes of boundary

layer moistening and upper tropospheric warming could be accounted separately,

though we will not do so here. The relative magnitudes of these terms, both with

respect to each other and with respect to the other second order terms, can be easily

changed by adjusting the parameters and should not be viewed as a robust result of

this analysis.

The nonlinear momentum advection terms in the lower and upper layers, E2

and E4, both encourage development of the disturbance. In the lower layer it is easy

to see that the advection of positive relative vorticity, in addition to the planetary

vorticity, helps build the cyclonic flow. The importance of self-advection of vorticity

in the inflow layer is consistent with the suggestions of Shapiro (1977). The situation

aloft is more subtle. We have already suggested that energy spent in developing

the anticyclone hinders the development of the low level cyclone. Aloft, there is

negative relative vorticity in the first order solutions, except at large radius. Outward

advection of negative relative vorticity reduces the anticyclone. Though at the weak

stage examined here the vorticity advection aloft assists development, during the later

evolution of the storm, when the cyclone develops to the point where the vorticity of

the outflow layer is positive at small radius, the nonlinear advection will change sign

in the core region. For solutions requiring a large value of 17(o), unless the boundary

layer entropy is allowed to become very large, the dominant terms at second order are

the nonlinear advections of disturbance vorticity. The last term to cover is E3, which

is the cumulus momentum mixing term. With negative vertical shear, this tends to

reduce the strength of the anticyclone and so help overall disturbance growth.

To maintain a steady state at finite amplitude, with all of these positive influ-

ences from the second order terms, the forcing parameter need not be as large as it

must be for a steady balance with an infinitesimal disturbance. The term qi(0012 in
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eq. (3.7) represents physics similar to that of E,, which is based on changes in the

vertical thermodynamic structure due to the first order motion. By fiat, through

the solvability condition, it is declared to balance the positive influences of the other

second order terms. It therefore provides the quantitative measure of the amount

by which the forcing parameter may be reduced to keep steady balance for a given

amplitude.

If we do not have an exact balance, but instead have an evolving disturbance, the

extra forcing (of either sign) goes into changing the energy of the system. Loosely,

the forcing balances the time rate of change of the system energy, or for exponential

growth it balances the growth rate times the energy. The integrals that make up r

can be viewed in some sense as energies of the system. That large positive values of

r lead to small growth rates, reflects the fact that the greater the energy of a system

the more difficult it is to maintain exponential intensification. For rapid growth,

small positive values of r are required. As in the expansion of E, the first coefficient

in square brackets for r is positive except in a very small region where it is negative

by only a small amount. The term proportional to "('lv(41 is large and positive,

while the one proportional to eI/ 0°vi1 is large and negative. Again, the upper layer

persists in its contrary role, by reducing overall r through r 2 . The integrals of r4

and r, are closely related to the kinetic energies of the boundary and lower layers.

The potential energy of tilted isotherms is represented by r 3 and rs. The term 16̀

is related to the time dependent corrections to the forced vertical velocity at the top

of the boundary layer.

If one assumes an ambient 77. of say 1.5, then the critical Rossby number is about

0.25. This corresponds to an organized tangential velocity maximum of 2.0 m/sec

and a center surface vorticity of 3.9 . 10- 5 sec- 1 , which is nearly 0.8f despite the

not-large nondimensional amplitude in terms of velocity. The e-folding time is (4.5.

10- 6 sec-')-1  • 2.5 days, divided by the Rossby number. With ag • 0.25, this
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is too long at about 10 days. If one stretches the theory past the stationary point,

at a Roesby number of 1, which for these parameters requires a v, maximum of

only fL % 8 m/sec, the e-folding time of about 2.5 days is quite reasonable for

a disturbance of this strength. Even a disturbance requiring a large value of the

forcing parameter, in an environment with only small amounts of CAPE, can be

destabilized with sufficient amplitude.

3.6. Sensitivity to Parameters

We will now examine how the finite amplitude instability criteria vary with variations

of many of the physical parameters. Unless otherwise noted, all of parameters are as

specified in table 2. An extensive sensitivity analysis can be found in Handel 1990.

In Part I, a sensitivity analysis of the required forcing parameter, 77( °), to changes in

the dissipation ratios M, K, and B was presented.

Results from variation of the quadratic bulk diffusion coeffient for the boundary

layer, Co, are shown in table 3. Increases in C) lead to increases in the magnitude

of r1), hence decreases in the threshold amplitude for growth, and increases in the

growth rate of the finite amplitude disturbances. So, increases in the loss of boundary

layer momentum to the surface encourages tropical cyclone development. The only

integrals affected by changes in CD are Es, E 7 and Es. The magnitudes of all of

these increase with increasing C,. Though E5 and Es are both dissipative, these are

more than compensated by the additional cumulus heating driven by the additional

Ekman pumping. Increases in surface entropy fluxes through increase in Cc can only

encourage development and are examined further in Handel 1990.

Results for variations in the Coriolis parameter are shown in table 4. The

dimensional vorticity and velocity scales, f and fL, increase linearly with increasing

f. Hence, the dimensional perturbation threshold continues to increase with latitude
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even though the of magnitude of i•l) is increasing, because the variation of the latter

is weak. This can be seen in the last column of table 4. (If the dimensional magnitude

of -ql'/(fL) is made smaller, a stronger disturbance is needed to overcome the

threshold.) At very low latitudes, where the threshold is quite small dimensionally,

though it is easy for a disturbance to start growing, it is initially so weak and the

growth rate so small that it would take weeks to become of notice (or hit land or be

destroyed by shear). It appears that it is more difficult to initiate development at

Ligher latitude, but if the threshold is exceeded intensification is more rapid.

Proportional variations in the lateral diffusion coefficients k1°) and k2(°) with

constant K lead to a confounding change in the length scale of the system through the

choice of the nondimensionalization. Results of such variation are shown in table 5.

Increases in the diffusion coefficients imply an increase in both the length scale and

the velocity scale. Though q,( l) is seen to increase monotonically with increases in k10),

seeming to imply a decrease in the threshold amplitude, the dimensional amplitude

of the needed disturbance is fairly insensitive to these variations and does not vary

monotonically, as can be seen in the last column of the table. Somewhat surprisingly

(c.f. Emanuel 1986, Rotunno and Emanuel 1987), the larger disturbances grow faster

(also see discussion of variations of rl, below). It would have been possible to vary ri

to compensate for changes in L so as to leave the overall disturbance size constant.

However, this would have required variations of Y(0) (albeit very small ones) and it

still would not have been possible to provide compensatory change of the updraft

radius, r0, which is much more important.

Our remaining comparisons require calculation of different linear solutions,

rather than simply varying the parameters needed to evaluate the integrals as second

order. As can be seen in table 7, increases in the overall disturbance size lead to

decreases in the the threshold amplitude and increases in growth rate, though the

effect is not strong. This was surprising in view of the results of Emanuel (1986)
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and Rotunno and Emanuel (1987), which showed that the larger disturbances grew

more slowly and very large ones barely intensifed at all. One significant difference

between the size variation here and in Rotunno and Emanuel, is that here the size

of the inner core of the disturbance was basically unchanged as the outer extent was

varied, while in Rotunno and Emanuel the entire structure of the disturbance was

scaled proportionally. Here, the primary reason for this increase in development po-

tential for large disturbances is that the boundary layer formulation leads to greater

entropy perturbations in the disturbance core for overall larger disturbances.

Table 8 examines variation of the upper level lateral eddy diffusivity with fixed

lower level diffusivity. This also require varying the lateral diffusion ratio, K, which

in turn changes the eigenvalue for the forcing parameter, i11,). Variations of the upper

level lateral diffusion, k2(°), add the further complication of changes to the length scale.

The most significant change with increases in k?) is the accompanying decrease in

7(.) which is a first order change. The magnitude of (4l) also decreases and whether or

not these compensate depends on the subcriticallity of the rest state. For example, if

% = 2.0 then the critical velocity maximum is 0.91 m/sec (= [j77-ro/)jfL/7q')) for the

K = 0.5 case and 0.80 m/sec for the K = 0.2 case, so the linear effect of decreasing 17(0)

dominates. However, if %, is more subcritical at say 1.5, then the critical velocities

are 1.2 m/sec and 1.4 m/sec, respectively, and the relative thresholds are reversed.

Similar arguments apply to variations of k¶0 ). However, since there is no additional

help from variations in the length scale, unless the rest state is greatly subcritical,

increases in lower layer diffusion make it more difficult to create an intensifying

disturbance.
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4. Superexponential Growth

The complex machinations above can be reduced to a simple amplitude equation.

This will also serve to provide justification for the claim that superexponential growth

is an appropriate description for the intensification rate of disturbances that are of

sufficient amplitude to grow.

The quadratic homogeneous rate equation

a- --a + c2a2 , (4.1)

where both cj are constants, has known analytic solutions. There are two stationary

points: one at a = 0 and another at a = -cl/c 2 . Figure 4 shows behavior with real

coefcients cl < 0 and c2 > 0 for several initial conditions. If ao S a(O) < 0 then

a(t) decays from below. If 0 < ao < -c1 /c 2 then a(t) decays to zero from above. If

ao > -cl/c 2 then a(t) blows up in finite time. This is faster than exponential, or

superneponential growth.

Equating the critical amplitude from eq. (3.8) with the nonzero stationary point

of eq. (4.1) implies

17. - 171o) ci
-- --_ > 0 (4.2)

Expansion of eq. (4.1) about at with the perturbation amplitude a defined by
a = aGg + i leads to the linear amplitude equation f = -cla. Comparing this with

eq. (3.3) suggests equating -cl with f-y(I)at. With eq. (4.2), we then have the

amplitude equation

da -y(1) 2
7--t (1 r ( 0) o - rqoa + -y . (4.3)

Though this has the behavior we desire for a < 0, the coefficients are not at all

correct in that regime since the physics used in the determination of the coefficients
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does not apply to a disturbance with a low level anticyclone near the origin. We may

aspire to an analytic theory that exhibits the behavior of a cubic amplitude equation

with a stable stationary point at greater amplitude than the unstable point that we

have examined.

The specific solution, at least for positive ao, is

a(t) = ao for (4.4)
ao/Ga.iI + (1 -

0 < t < tM . -- I . In a o

The concept of a simple growth rate cannot be applied to this type of solution.

Clearly, if the initial amplitude equals the critical amplitude the singularity is never

reached. However, if a0 is only 20% greater than aj,, with an organized surface

velocity maximum of 2.5 m/sec, the singularity of infinite amplitude is reached in

less than two weeks for the case examined in table 2 with %, o- 1.5. With a velocity

maximum of 4 m/sec, the singularity is reached in a week. The mature amplitude

would be reached more quickly. The paths of figure 4 roughly correspond to the

parameter values we have examined if t is measured in seconds and the velocity

amplitude is nondimensionalized with a velocity scale of about 8 m/sec. As can be

seen, the time required to reach maturation decreases rapidly with increases in the

supercriticality of the initial disturbance.

5. Discussion

5.1. Application to Given Disturbances

In section 3.3 it was shown that the finite amplitude stationary states found earlier

in section 3.2 are unstable to perturbations with the same spatial structure. Such

perturbations, rather than disrupting the structure, lead either to its intensification

223



or decay. States with amplitudes below a critical value decay, while states with larger

amplitudes grow.

We defined earlier that the effective forcing parameter for a disturbance is

17 -- 1(o) + &ý,). For cyclonic disturbances, a is positive and we found that ,l}

is negative. The atmospheric ambient value of %4 , based only on the vertical thermo-

dynamic structure, is determined mostly by the radiative-convective balance of the

tropical atmosphere for the underlying sea surface temperature and the large scale

atmospheric circulation. If the resulting q. is less than %*, then the disturbance will

intensify. The appropriate eigenvalue for linear solutions is determined mostly by the

internal friction ratios for the atmosphere, with slight dependence on the radiative

decay time and the overall size of the test disturbance. For Y110) > q. > qT, there

is subcritical instability from a transcritical bifurcation with a linearly stable rest

state.

Figure 5 shows a schematic of the decaying and growing states as a function

of disturbance amplitude and the ambient value of the entrainment parameter, %)..

The theory presented here has determined the slope of the stability boundary (solid

line) where it intersects the line of zero amplitude and the intercept, which is the

linear instability criterion. We also know that there are no hurricane-like instabil-

ities for q? < 1, since that would lead to outflow rather than inflow in the lower

troposphere and would not spin-up a low level cyclone. We might hope that the

stability boundary resembles the dense line of dots shown in the figure. The sparse

dotted line indicates what the stability boundary might look like if the curvature

determined at third order were positive and very large; the calculation of this next

order term would be an horrendous task. In that case the range of applicability of

the theory presented here would be so small that an amplitude threshold would not

te predicted. However, unless the nondimensional scaling was totally inappropriate

or some important process totally omitted from the basic equations, the stability
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boundary can probably be extended to near where a approaches 1 from below or q.

approaches 1 from above, whichever is reached first.

The unstable solutions we have found are not expected to be observed; they serve

as dividers between decaying and intensifying disturbances. However, the actual

disturbances one observes do not have the exact spatial form of the linear solutions

found in Part I. In linear modes, the amplitudes of all measures of a disturbance

evolve proportionately. When examining data from observed disturbances, which do

not come in one eigenmode of only varying amplitude, different measures are not

equivalent. Since the spatial structures of real disturbances are so variable from case

to case, and so different from the solutions dividing decaying from growing states

presented here, it is not clear when a given disturbance exceeds the threshold for

growth.

To compare observed disturbances with this theory, the magnitude of the near

surface vorticity maximum (with derivatives determined appropriate to the scale of

the cloud cluster) may be the best choice as an amplitude. Strong surface winds

with little vorticity on the cluster scale, do not force much convergence, and hence

do not force much convection. Similarly, a strong surface pressure signal from a

large diffuse system is not conducive to development. In the context of this theory,

relative vorticity is a good indicator of the organized forced vertical velocity out of

the boundary layer. This choice is also consistent with the observations of McBride

and Zehr (1981) on intensifying disturbances.

5.2. Disturbance Height and Vertical Instability

Both Conditional Instability of the Second Kind (CISK) and Wind Induced Sur-

face Heat Exchange (WISHE) rely on the presence of an organized near surface

disturbance provided by some other mechanism. For Atlantic hurricanes the source
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of these disturbances is primarily, though not exclusively, tropical easterly waves.

These waves are thought to form as shear instabilities on the African easterly jet at

about 70 kPa (Burpee 1972).

Conditions required for a disturbance to reach low levels have recently been

examined by Miller (1990), who extended the results on vertical propagation of

planetary waves found by Charney and Drazin (1961). Another possibility, raised by

Miller, is that even evanescent disturbances may have strong near surface signals. He

showed that trapped solutions may have a larger effect at low levels than propagating

solutions, at least within one or two vertical e-folding scales of the disturbance source,

i.e. the jet. A great encouragement for use of conditions that determine the vertical

extent and propagation of disturbances in forecasting is that they can be evaluated

from synoptic scale, rather than mesoscale, measurements.

When convergence is forced by large scale motions, the level of any convergence

is crucial for the existence of CAPE with respect to the lifted parcels. The boundary

layer is not well mixed with respect to moisture, and 0e often drops several Kelvin in

the lowest 5 kPa. A parcel rising 15 km with an additional 1 K of relative buoyancy

for the entire depth of the troposphere provides about 500 J/kg of additional energy.

Disturbances such as easterly waves that are strongest at about 70 kPa force con-

vergence over some depth, however convergence above the boundary layer provides

moisture and may lead to much precipitation but still provides little or no release

of CAPE. In a weak cloud cluster, it has been found that the deepest convection,

reaching to the tropopause, had the lowest cloud bases (at 450-600 m) and occurred

in areas of large scale confluence (and assumedly convergence), though this was also

in an environment where lesser clouds had already contributed to the moistening of

the area (Warner et at. 1980). We expect that lower cloud bases should be associated

with lower parcel origination levels and greater potential energy.
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Any complete solution to the tropical cyclone intensification problem must con-

front the problem that there is a significant amount of CAPE that is allowed to build

up without being released. This potential energy must be able to be released by a

disturbance with a different energy source, e.g. barotropic or baroclinic. Possibly

small changes in the vertical shear structure affect the vertical propagation of dis-

turbarves and only small amounts of barotropic or baroclinic energy are needed to

generate the near surface cyclone that serves as a hurricane trigger.

5.3. Objections to CISK and Replies

Emanuel (1986, 1989) has objected to CISK on several grounds. He noted (1986) that

CISK is a linear theory and if such linear instability actually existed "weak tropical

cyclones should be ubiquitous and not confined to maritime environments." Linear

theory can not capture the knowledge that tropical cyclones arise out of rather strong

pre6xisting disturbances. He also argued that the assumed CAPE does not exist and

that the requirement for "moisture convergence" attributed to CISK is insufficient.

Even assuming that some CAPE does exist, Emanuel noted that the boundary layer

in its undisturbed state is incapable of powering sufficient pressure drop for a mature

tropical cyclone. CISK, as stated by Charney and Eliassen, makes no allowance for

increasing the entropy of the boundary layer. Emanuel (1989) has recently gone

further to state that Ekman pumping has a negative effect on development, which

will be explained below. An additional objection, noted by the original proposers of

CISK, is that without internal friction CISK suffers from one of the defects that it

sought to surmount, namely that moist convective theory leads to fastest growth for

the smallest spatial scales for many vertical heating profiles. Each of these objections

will now be examined separately.

There is nothing inherently linear in the basic ideas of CISK (see discussion in

Ooyama 1982). This work has been, in fact, devoted to presenting a finite amplitude
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version of CISK that exhibits instability only to finite amplitude perturbations. At

the time of the original CISK papers, no weakly finite amplitude instability theory

had yet been published in the fluid dynamics literature. It is therefore not surprising

that such techniques were not used. The theory in this work shows that one can have

a CISK type theory with states that are linearly stable, but yet unstable to finite

perturbations. Further, analysis of this finite amplitude system implies superexpo-

nential growth, consistent with the often observed explosive intensification. This is

also consistent with the finite amplitude numerical analysis and interpretation of a

similar model by van Delden (1989), which also exhibits greater intensification for

stronger disturbances with the same forcing.

Emanuel has properly attacked the simplistic, and incorrect notion, that "mois-

ture convergence", as proposed by Charney and Eliassen is sufficient to guarantee

an energy source for intensification. Condensation and precipitation can be forced

in a stable environment with moisture convergence. If the environment is moist

stable such a process releases no additional energy supply and will have energetic

cost to drive the motion and warm the atmoshere. The work of Ooyama and that

presented here do not suffer from this defect since the cumulus parameterization is

quite different. (This renders the term "CISK parameterization" absolutely confus-

ing.) Boundary layer mass convergence is crucial to CISK, but the boundary layer

air must have positive buoyancy with respect to air aloft for any net energy release

to accompany covergence.

The most recent addition to Emanuel's objections is based on a simplified nu-

merical model (1989). He claims that

Ekman pumping first induces upward motion and adiabatic
cooling.... The vortex core thus cools and 0e decreases in the subcloud
layer. Only when the lower-to-middle troposphere becomes nearly satu-
rated can anomalous surface fluxes counter the drying effect of convective
downdrafts to the extent that subcloud-layer 8, actually increases. This
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increase is associated with an increase in temperature aloft and thus with
an amplification of the cyclone.

The process would only occur as outlined if convection initiated from Ekman pumping

was primarily shallow and the lifted parcels did not become positively buoyant.

However, observational evidence shows deep, heavily precipitating, convection in

the regions of positive Ekman pumping (Cho and Ogura 1974) and detailed three

dimensional numerical models also exhibit deep precipitating convection in locations

with positive low level vorticity (Tuleya 1991).

The nonexistence of CAPE has not been established. There is, in fact, evidence

for the existence of significant amounts of CAPE. Emanuel is correct that the undis-

turbed boundary layer has insufficient entropy to cause a pressure drop as great as

is observed in a mature tropical cyclone. It is inescapable that the boundary layer

entropy must be increased for a tropical storm to reach hurricane intensity. It does

not necessarily follow that the boundary layer entropy must be significantly increased

for the intensification process to begin.

Palmin (1948) showed that for September climatology in the North Atlantic

tropics, a surface parcel lifted pseudoadiabatically had a large amount of relative

buoyancy of order 6 K in the hurricane region. A similar parcel in February had

little CAPE and a relative buoyancy of order 1 K. Kasahara (1954) and Bansal

and Datta (1972) obtained similar results. So for many years, the existence of large

amounts of summertime CAPE in the tropics was established wisdom.

This simple notion was challenged by Betts (1982). He showed that for some

soundings from GATE and a composite hurricane sounding for a mature storm at

about 50 km from the center, that the soundings were very close to a reversible

moist adiabat (condensed liquid water was retained in calculating parcel buoyancies).

However, tropical systems that do intensify rarely do so while passing through the

GATE region and one would expect the sounding of a mature hurricane to indicate
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the exhaustion of CAPE. Xu (1987; also see Xu and Emanuel 1989) examined this

question more carefully for three tropical small island stations during the summer

cyclone season: Truk in an area of moderate tropical cyclone activity; Koror in

an area of frequent tropical cyclone activity; and Majuro with few storms in the

vacinity (see climatology of Gray 1979). For Truk he found a shallow stable capping

layer, with buoyancies of about 1 K for parcels lifted reversibly and about 5 K for

pseudoadiabats in the middle troposphere. The errors were estimated at about 1 K,

so the reversible path was considered to be neutral.2 When only soundings unstable

for reversible ascent were included, the buoyancies were found to be about 2 K, or

double the standard deviation. Buoyancies were found to be largest at Koror and

smallest at Majoro, which is consistent with the tropical cyclone climatology. For

boundary layer parcels at Koror, the buoyancy for parcels lifted reversibly exceeded

2 K from 90 kPa on up and even reached 3 K. As noted earlier, even a 1 K surfeit over

the depth of the troposphere provides more than 500 J/kg. Further, Williams and

Renno (1991) have shown that if water loading is maintained for ascending parcels

then consistency requires that the latent heat of fusion be included, at least at levels

with temperatures below -20oC. This heat often more than compensates the energy

lost to water loading, providing large amounts of CAPE for rising parcels, though

Williams and Renno ignore the fact that when any of this ice precipitates, melting

extracts this heat from the atmosphere, albeit at lower levels. It seems that even the

data of Xu and Emanuel do not fully support their claim of neutrality.

Frank and Cohen (1989) performed numerical experiments with and without

forced low level vertical velocities using their own cumulus parameterization. In the

absence of forcing the resulting soundings closely followed the suggestion of Betts

2The analysis has the peculiar property, that the greater the variance of the data and
the greater the assumed instrumental error, the stronger the support for the thesis of nearly
neutral soundings.
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by stabililizing nearly on a reversible moist adiabat. With forcing the final profiles

were considerably more stable. That is, convection initiated by large scale ueak low

level forcing is able to extract far more potential energy from the base state. Hence,

the reversible moist adiabat with full water loading may not be a relevant reference

state in the presence of low level convergence.

It is only sensible to refer to a vertical profile as stable if it is stable to undilute

ascent in the presence of whatever dissipative (but not entraining) processes exist.

Even this is complex. A profile that is neutral with respect to nonprecipitating

convection is unstable to precipitating convection if the water content of a parcel

becomes less than what would result from adiabatic cooling (e.g. by loss of liquid

water due to precipitation). However, the presence of liquid water in excess of what

can condense locally (e.g. by rainfall into parcels, such as those near cloud base)

can create a stable layer choking off convection. Even if the tropics were neutral

for boundary layer parcels rising while retaining their water content, they are quite

unstable for the precipitating convection that actually occurs during most of the

summer and early autumn.

Objections to CISK based on length scale selection, or the lack thereof, are

more subtle. In the context of the viscous theory presented here, there is some

disturbance size that has the smallest amplitude requirement for growth, and this

size is determined by the various frictional parameters. For the values of these

parameters we have examined, the radius of maximum winds for the disturbance

requiring the smallest amplitude for excitation, is a couple of hundred kilometers.

This correspondence in scale with the actual initial disuturbances is fortuitous. The

length scale dependence on frictional parameters is also weak, going only as the

square root. For subcritical instabilities, the initial length scale is determined by the

size of the initial disturbance. This is consistent with the observed large range of

tropical cyclone sizes.
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The WISHE theory of Emanuel is challenged by the recent simulations of Tuleya

(1991). In a numerical experiment from initial conditions that led to a hurricane,

when evaporation was fixed, preventing feedback between surface winds and bound-

ary layer entropy, tropical storm strength winds were still obtained and during the

early hours of the experiment the growth rate was only slightly lessened from the case

with feedback. In the hurricane developing control run, during early development,

the maxima in precipitation, low level vorticity production from vortex stretching,

and upper level warming, were all in phase with the low level vorticity maximum,

consistent with a CISK model of intensification.

6. Conclusions

This is the first analytic theory to examine the need for a finite amplitude distur-

bance for tropical cyclone intensification. The need for sizeable disturbances has long

been recognized from observations and some numerical models. Nonlinear mathe-

matical techniques have been used because linear theory is incapable of describing a

phenomenon with an amplitude threshold for development.

The analysis was based on the 21 layer hurricane model developed by Ooyama

(1969), which includes a simple diagnostic cumulus parameterization. Convection

is only initiated by boundary layer convergence and is assumed to release available

potential energy. The primary effect of the convection is to drive middle level inflow,

i.e. entrainment. The inflow is, in turn, responsible for convergence of angular mo-

mentum. The primacy of this task is reflected in the form of the forcing parameter,

which depends on the ratio of the potential boundary layer buoyancy to the middle

troposphere stability. This is a measure of the ease with which convection drives in-

flow, rather than an absolute measure of CAPE. Warming is an indirect consequence

through geostrophic adjustment, with the parameterization chosen, though probably

232



less so in nature.

Linear stationary solutions were found for a system with CISK type forcing and

dissipative processes, including internal friction and radiative cooling. The heart of

CISK is that the location of deep convection is determined by the large scale flow,

through frictional convergence, and that this convection serves to intensify the large

scale flow. The system was expanded to second order to determine the amplitudes

of the st. ionary solutions for a given amount of vertical instability. It was found

that a stationary balance was maintained by decreasing the forcing for increases of

amplitude. Hence, finite amplitude stationary solutions can exist in forcing regimes

that are linearly stable. Further, these stationary states were found to be unstable.

The amplitude of the stationary states therefore serves as a divider between growing

and decaying disturbances for a given vertical stratification. The instability found

here is a finite amplitude version of CISK.

There are several processes that contribute to the nonlinear balance at sub-

critical values of the forcing parameter. The following ones assist tropical cyclone

intensification:

1. Since the surface stress increases faster than linearly with tangential velocity,

the Ekman pumping also increases faster than linearly. Therefore, there is an

accompanying more rapid than linear increase in the cumulus heating.

2. The presence of a finite amplitude disturbance, cyclonic at low levels and an-

ticyclonic aloft, leads to advection by the disturbance of disturbance angular

momentum in addition to the planetary angular momentum. In the lower level

cyclone this serves to help increase the cyclonic flow. In the upper level an-

ticylone this serves to weaken the resulting anticyclone, which decreases the

energetic drain of the upper level flow on the overall system, and assists in

cyclone development.
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3. And in a vein similar to WISHE, the tangential velocities increase the surface

entropy flux and can lead to an increase in the near surface entropy. The

increased boundary layer entropy leads to more intense convection in the loca-

tions with positive Ekman pumping, which are also in phase with the positive

temperature perturbations aloft.

It is clear that many of the objections to CISK have already been, or can be,

defeated. The objection that CISK is a linear theory, and hence cannot show the need

for a finite amplitude disturbance, has been quashed here (if one was not satisified

by the numerical work in Ooyama 1969). CISK theories do require a reservoir of

CAPE, but there is no need that the initial CAPE be sufficient to generate a mature

storm, only that it be sufficient to overcome dissipative processes. In this work, as

well as Ooyama's (1969) numerical integration, even an increase in the boundary

layer entropy was incorporated into a CISK type theory. The naive reliance on

moisture convergence is not part of the formulation used here, nor was it used in any

of Ooyama's work.

The finite amplitude nature of the instability here is tied to the existence of

dissipative processes. In Part I we showed that even minimal internal dissipation

prevents linear instability producing hurricane-like disturbances. However, even un-

der conditions that are linearly stable, sufficiently intense disturbance initiated with

a different mechanism are capable of extremely rapid intensification through CISK

processes.
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Appendices

A. The Linear System

The linearized, transformed, self-adjoint system for v = (v1, v2, v3) is:

d rT B- -) + oArv') = 0(d.1

where

KM-M-BKW +I-Y1 O) M-BK 1
B= M-BK -B 0J (A.2)

1 0 0
M+BK-B -- +B -(AM

+ B (A.3)

with the nondimensional parameters M = p/k., K as k°)I/kV°), and B bf2k(2°)/k,2.

This vector equation governs first order stationary and slowly varying solutions.

The transformation matrix used to reach this form, also used in the nonlinear

calculations below, is

( p-BK M-BK 1

T= B -B 0 (A.4)

K 0 o)

This form is unique up to multiplication throughout by a constant.
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B. Details of the Nonlinear Problem

B.1. Expansions

The expansion of q/, requires the expansion of the v,. The first order expansion

of eq. (2.11) for Xo, for stationary (-y = 0) or slowly varying (-Y(o) = 0, -YO) 0 0)

solutions, results in an inhomgenous equation for X~o:

( kX X = - (X.x0°) - x(°•)r + -2(x(O) - X(°))r . (B.1)

This can be integrated using solutions for vt') and w-(1) from the linear stationary

problem. With the boundary conditions I-r= = 0 and X(o1)(ri) = 0,

X0l = I• 1 .r •). ., --",•. O).,
r -kxIfo, [- - - •- , , i- • I ,)]r" drN dr'. (B.2)

At lowest order, X2(o) is fixed. The first order expansion from eq. (2.12) is

X2" =-= m. (B.3)

With the linearization of an equation proportional to eq. (2.10) and the boundary

condition X2()(r1) = 0,
(2-- (, ,(1)- 1~)d' (B.4)

X. JC,(Ir1 - 7%)

The radiative cooling at lowest order, Q-(0), is proportional to x((') and is obtained

directly from this expressior. The value of X, was assumed constant at all orders.

At second order there are differences between the stationary and the slowly

varying time dependent expansions for the vertical velocity out of the boundary

layer with

(2) Fk. [ (2) , C,(1) (1) - k,(,)o-vm 2
rOr IfVf1 1 f2 1
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applying to stationary solutions and

I(2) = 2Uk,& 1t + aa ho orv(') (B.6)
f roar+ f rTr
+iI rCDk r~

+.-[ff-7 -It4')It41) - kv(i (1)r Or T r &

applying to slowly varying solutions. The spatial forms of v(1) and v(2) are not

the same, hence the use of the diacritical marks above the (2) to distinguish them.

Note that V2) = a'v 2 , but -(2) = 2aia4,. For later convenience when the linear
and nonlinear terms will be included in separate integrals in creating the solvability
conditions at second order, w(2") is defined as to(2), but without the terms linear in

the Vt42), i.e.,
th(,.) = a2 r_ [C',.( ),(, ) .vk. r (I) 2w (2-)

rC~)l) k 1)T4iIv f2 -I, -a=iw (B.7)
-ry 12 TOT&

0 rCD I=" "'r - L rvi - 2aaw(2 ,• (B.8)

Similar expansions can be performed for Q+(2), g5+(2), Q+(2.), 0+(2m), etc.

The diffusion terms will not be complicated further. For second order terms
only vi will be expanded with kj - kj.°) and kj(1) = 0, which ignores the dependence

of ki on hi.

B.2. Weakly Nonlinear Equations

Integrations for function such as Q-0), and all of the integrals of higher order terms
needed later, were performed using a simple trapezoidal rule on a fixed mesh. The
mesh consisted of 100 equal intervals from 0 to ro and 100 equal intervals from r0 to

rT. The scheme is good to one part in 103 when comparing the integrals I f" 1M r dr
with vj(r') as a test. We define the operator 32V - ( . Terms of the form

v,Co2vj were first integrated once by parts.
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Since the stationary equations can be easily derived from the time dependent

system, only the latter is presented here. The coupled time dependent inhomgeneous

equations at second order are

aal-Y(')h°)v 1 r = 2aa[k° )r VI + DA(tI) - 41))r + k (B.9)

+ (aa +aa) vd1 )~4 r + Q..i)v)- 1)

aa,(°)e4)4)r = 2aa[I4°)ra 2  + <, - •4))r + k•,v4)]r (B.10)

+ (aa + aa) [d)!84(1)r + q+(l)(,4I) - P(1))T]

g(1 - 1) (•i) - rv]") =

2a [-24) - (,(O) - I)•k.02  ) + bf(VIM - l4M)).
f•~w• I I )] (B. 11)

dr (

- (aa + aa)±(Q(2;e - W")

+- eIý r' dr'=

2M-(v0) + v1) + v())r (B.12)
I+ d - - v I a -

7a'/(~av ff 2  8r or

The first line of each of these four equations after the equals sign is similar to the

terms of the first order stationary or slowly varying equations. For the time depen-

dent equations, o = 1. The remaining terms, including those on the left hand side

are inhomogeneous.

The second order stationary equations can be easily obtained from eqs. B.9-B.12

by setting -y(') to zero, a = 2, and all of the tildes are changed to overbars (e.g. v(1 )

to V(2)).
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Before proceeding we will examine the integral on the left hand side of eq. (B.12).

From the equations for geopotential perturbtion in Part I, g (% + evt) =_

We also have Fi- = •O1 . From the expansion of the gradient wind relation,

, - fV(1). Integrating once, multiplying by r and again integrating leads to

O~t(r -- ( 11)(r') r' dr' (B .13)

- fo [ffv(l)(r")dr"] r'dr'- •o2 [ fv(')(r")dr"] r'dr'

The integration constants have been determined by requiring that 4t)(') -

4(Z)(ri) = 0. These are the only conditions consistent with eqs. (B.9)-(B.12).

We now rework eqs. (B.9)-(B.12) into the vector form:

r± (k2o•B' ) + k Ari(2) = rT/2)

where

(0

- (B.14)
f1 Il dw(l)

( *)V'

+ 1o) 40)

+ -j)jhAY C3,0

\g(l-(1)k.I 1 2 ' k. I

+ Q+(3),,(..,,_,(')) + f(:)2)(v,)+t', ) + CDjI,)3 ')-•. ,

I--- V2- w(2'))
k' dr

To obtain M(2), needed for the stationary problem, from AX1 2), set -y(1) to zero, a = 2,

and all of the tildes are changed to overbars.
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Parameter Values and Eigenvalues

S= 1. 103 m c, = 1005 J/(kg.K)
h -°, 5 o103m g = 9.8m/sec2

o) - 5. 103 m 71  = (.8)2/7" 0.94

S= 0.4 ir = (.3)2/7?% 0.71
f = 5.0" 0l-sec- = 1.2
M = p/k. = 0.5 o) 2.75
K =k°)/k°) = 0.2 CD = 2.0. 10-3

B = bf•°)l/k, = 5.0.10-2 C, = 2.0. 10-3

\I = 5.0. 103 m2/sec k(°) = Aih, = 2.5.107 m3/sec
\ 2  = 6.2. 101 m2/sec Wo) = EIA2h2 = 1.2.108 m3/sec

= = 2.5. 10- 3 m/sec b = 4.0. 10-6 sec/m
k,  = 5.0. 10-3 m/sec kx = 4.0. 10m 2/sec
X = 365 K ro = 2.4. 101rm

X0o°) 352K ri = 9.5. 105 m

X° = 340K L = (k(0°/k,)1/2 1.6.105m
X2 = 344. K V = fL=7.9m/sec

Table 1: Values of parameters used, eigenvalues of the linear solution in figure 1, and

resulting supplementary parameters. Several parameters are not independent.
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Evaluationa of Integrals

fl (m,'/seC3)

Ei (m5 /sec 3 )

1. for (1) (M - - SK) + V2)(~ ) + 1P] Q-(')(vi 1 ) - 4'))r dr 1*01

2. ~~[V4 (M BK ) 1 #-a i4 ej)] 41 )r dr -3.6- 1010

1 ~-2.0-1010)
3. or~ [~41) (Mi - BK) - 4')B] Q+1 1

- ) )r dr

4. fo t" VM(M - BK) - v21 )B] kj2 1)(v41 ) + 41() )r dr -1.7- 1010

5.fg u" ( B) 1)][CDOt41"Iv11) - ~()r' 1rdr 1.6- 1010

6. -for*A4)17,.1) (lap1) )rdr-.81

7. d. -4.6- 1010

ri (m5/seC2)

1fol1  (1) K h(0~v(1)r ci 2.8. 1016

2. Jo [41 (Mi - BK) - v2')BJ eI40 t;41 r df-5.6* 1015

3. - Po [z41 (M - BK) - v21)B] -$L4()r dr 1.6-1013

4..jV [4 (M - BK) - t4(1)BJ hov41 )r dr 8.3. 1014

5. jo, V (1), f2khvr ) - v)dr51.

I X1-E8.(v10 w(1mrd/5.1101

1. -90 1010 M5/SeC3  1)=- =

r7 2.0.- 1016 m5/seC2  hy(l) = -~= 4.5. 10-6 seC-

Table 2: Values of integrals needed for both stationary and time dependent cases.
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Finite Amplitude Instability Criteria
With Varying Co

CD H")f.yl

0.001 -4.2 3.8.10-6
0.002 -4.9 4.5- 10-
0.003 -5.6 5.1.10-6

Table 3: Variations in finite amplitude instability criteria with variations in bulk

momentum diffusion coefficient, CD. All other parameters are as in table 2.

Finite Amplitude Instability Criteria
With Varying Coriolis Parameter

f fl f7()

(sec-) (sec-=) (sec/m)

5.0- 10-6 -2.7 2.5.10-6 3.4
1.0- 10-5 -3.0 2.8.10-6 1.9
3.0- 10-5 -4.1 3.8.10-6 0.87
5.0.10-5 -4.9 4.5.10-6 0.62
7.0- 10-5 -5.3 4.8.10-6 0.48
1.0.10-4 -5.3 4.8.10-6 0.34

Table 4: Variations in finite amplitude instability criteria with variations in Coriolis

parameter. The dimensional cooling parameter, b, is allowed to vary, so that the

nondimensional cooling parameter, B, can be held constant. All other parameters

are as in table 2, with the exception of V.
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Finite Amplitude Instability Criteria
With Varying Lateral Diffusion

k() ( 1) HI()

(mi/sec) (sec-') (sec/m)

1.0- 107 -3.5 3.2.10-6 0.70
2.0- 107 -4.4 4.0.10-6 0.62
2.5.107 -4.9 4.5- 10- 0.62
3.0- 107 -5.5 5.0.10-6 0.63
4.0- 107 -6.8 6.2.10-6 0.68

Table 5: Variations in finite amplitude instability criteria with proportional varia-

tions in the lateral diffusion coefficients, k(°) and ?0), keeping K constant.

Finite Amplitude Instability Criteria
With Varying Vertical Diffusion

(rn/sec) (sec-1) (sec/rn)
0.003 -8.4 4.6- 10-6 0.82
0.004 -6.1 4.4.10-6 0.69
0.005 -4.9 4.5.10-6 0.62
0.006 -4.2 4.6.10-6 0.58

Table 6: Variations in finite amplitude instability criteria with proportional varia-

tions in the linear boundary layer diffusion coefficient k. and the vertical diffusion

coefficient p. The vertical diffusion ratio, M, is kept constant, so y is also increasing

as one moves down the table entries.
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Finite Amplitude Instability Criteria
With Varying r1

ri Yýl) f-(l)

(sec-1)

6.0 -4.9 4.5.10-6
8.0 -5.1 5.0. 10-

10.0 -5.3 5.2.10-6

Table 7: Variations in finite amplitude instability criteria with variations in overall

disturbance size, rl. There is very slight variation in qýO) and r0 between entries (see

Part I).

Finite Amplitude Instability Criteria
With Varying Upper Level Lateral Diffusion

ko) K i7(O) !(L) f7(l) -2'12
(m3/sec) (sec-L) (sec/m)

5.00.101 0.50 3.36 -7.5 1.1 - 10-5 1.49
1.25- 10s 0.20 2.64 -6.4 6.6.10-6 0.80

Table 8: Variations in finite amplitude instability criteria with variations in the upper

level lateral diffusion coefficient, A0). The lateral diffusion ratio, K, is varied so as

to keep k(0 ) constant. The cooling parameter is set at B = 0.005.
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Figure 1: A solution to the linear stationary problem with M = 0.5, K = 0.2, B =

0.05, r, = 6.0. The velocities v(') and 41) are the upper and lower layer tangential

velocities, respectively, and W4') is proportional to the lower layer inflow velocity. The

i") are all equal to zero at the origin and can be distinguished according to the key

in the upper right corner. The line for ýý- has a positive value at the origin and is

proportional to the Ekman pumping.

Figure 2: First order variations of the boundary layer and upper layer entropy, x0a)

and ), respectively, for the linear solution in figure 1 and the parameters in table 1.

Figure 3: First order variation of the forcing parameter due to entropy changes, i.e.

•i), based on the 4(o) of figure 2.

Figure 4: Orbits for the amplitude equation • = -1.5. 0-7a + 5. 104a2.

Figure 5: Schematic of the regions of decaying and growing states as a function of

disturbance amplitude, a, and ambient forcing parameter, %j,. Points in the area

labeled decaying evolve to the rest state, or if above the upper branch decay to a

mature state. Points in the area labeled growing evolve towards the upper branch.

The intercept on the horizontal aids gives the critical value of the forcing parameter

for linear instability. The solid line shows the dependence of the threshold amplitude

as a function of the ambient forcing parameter for small amplitude disturbances, as

calculated in table 2. The dense dotted line shows a conjectured extension of that

stability boundary, where the upper and lower branches are assumed to eventually

connect at the left. (The conjectured upper branch would be determined by a differ-

ent dominant balance than found in the solutions examined here.) The sparse dotted

line indicates a possible behavior for a stability boundary that would greatly limit

the usefulness of this type of theory, but is not thought to occur. Note the break in

the amplitude (vertical) scale.
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FransAao (1845)

Guest Edirorial

When Joseph Fourier (1824) compared the action of the atmosphere on the Earth to
that of glass covering a bowl he was attempting to understand Earth's temperature
in terms of the radiation balance between incoming solar radiation and outgoing
dark radiation to space. When Svante Arrhenius (18) calculated the effect
of variations in atmospheric concentration of carbonic acid on the temperature
of Earth's surface, be was seeking to explain how lare climate changes could
have occurred in the past. Arrhenius (1903) was also prescient to suggest that
anthropogenic sources of carbon dioxide (CO2) might lead to a warming in the
future. However, as a Swede he did not consider this much of a problem, nor did he
expect that the added CO2 would be significant for several centuries. The process
of assembling the following "Annotated Bibliography on the Greenhouse Effect
and Climate Change" has made us aware of many trends in the study of climate.
In the 1800s, climate studies were devoted to explaining the current climate and
the great changes of the geological past. Recently, climate change research (or
at least the on-paper justification) has focused almost exclusively on prediction of
future climate change due to human activity and the repercussions of such climate
change. We will examine some of the consequences of that focus shift and make
some suggestions for future research agenda.

Water and Heat

The relative importance of water and carbon dioxide in controlling surface temper-
atures remains one of the most important unsettled scientific problems related to
greenhouse change. This issue can be traced at least as far back as the 1860s, when
John Tyndall argued for the overriding importance of water vapor while Gustav
Magnus argued that there was significant infrared absorption by "dry air". Today
the debate is over the sign of feedbacks involving water and how these interact
with increasing CO2. Accurate measurement of atmospheric water and its effects
on the radiation balance of the atmosphere, should be made a top priority. We are
encouraged by some movement in this direction.

With their excellent temporal and spatial coverage, satellites are being touted as
the ultimate in measurement platforms for both water and temperature. However,

"Never. no matter what may be the Progress of science, will honest scientists who care for their
reputation venture to pmedt the weather.

Climatic Change 21: 91-96. 1992.
@ 1992 Mark David Handel and James S. Risbe) Printed in the Neduerlands.
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such observations will not be trusted without in situ measuemns using sensors
significantly better than those presently on conventional radiosondes. This is
particularly true for measurements of atmospheric water. More effort is needed on
in situ measurement and on observational programs that can provide long time
series of homogeneous data. Further, as new instruments re introduced they should
be run in parallel with existing ones for longer periods of time than has been past
practice. Too much of the existing data are considered suspect for climate studies
because of calibration problems.

Despite the fact that most discussions of greenhouse change. focus on the heat
balance, changes in the hydrological cycle will have a much greater effect on
humans and the biosphere than changes in temperatum. The emphasis on tem-
perature change is mostly due to a lack of confidence in our knowledge of water
issues. Precipitation and atmospheric water have great variance on small spatial
and temporal scales, most of which goes unmeasured. The lack of information
on water processes can be traced to the daunting difficulty they present to anyone
considering their study. Though changes of a few degrees in temperature might be
an inconvenience, changes in water resources by a factor of two are a likely result
of greenhouse change in many regions and could cause severe problems while
exacerbating existing ones.

Science and Engineering

In the I8M0s, Thomas Chamberlin examined climate change over geological time
scales as part of an effort to understand Earth's formation and development. Cham-
berlin was already an exception to the increasing specialization in the sciences.
There have been few reversals in this trend towards narrower fields of study.
As perhaps the quintessential interdisciplinary research field, greenhouse climate
change is reunifying the earth sciences, which had become extremely specialized.
Study of the carbon cycle is forging links between the earth and fife sciences. In ad-
dition, greenhouse climate change, with its deep links between human and natural
systems, may provide one of the best opportunities for clarifying the methodologies
connecting the natural and social sciences. We are impressed by the many scientists
who have put in great effort to understand the work and methodologies of fields
outside of their own. Many researchers now regularly confer with colleagues with
whom they felt they had little in common only a few years ago.

Developing a background in specialties outside of one's own is difficult and
time consuming. The following Bibliography came out of our efforts to educate
ourselves. it was encouraged by many colleagues who either attempted to re-
duce our ignorance or wanted copies of our growing computerized reading list for
themselves. It is a testament to the quality and vast quantity of literature relating
to climate change and the greenhouse effect that much good work has been left
untouched by the Bibliography. Still, we hope our compendium will make it easier

Climatic Change June 1992
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for at le•st a few workers to cope with the increasing interactions between the many
disciplines that relate to climate change.

The rise in interdisciplinary activity around climate change research has led to
the discovery of increasing complexity. The number and extent of interconnections
are proving to be a rich source of surprises, making many simplifying assumptions
difficult to justify. The increase in the accepted level of complexity underlies a
real shift in research methodology to encompass a concern with the behavior of the
complete climate system. This shift is one from a traditional scientific methodology
to an engineering based methodology. The goal of science has typically been one
of simplifying problems to understand processes; engineering deals with problems
that one must solve practically in all their complexity.

The requirements of the policy and political communities, along with the public,
for understanding the climatic consequences of increasing greenhouse gases have
pushed many scientists into the unfamiliar roles of forecaster and engineer. The
scientific community is at best unprepared and perhaps even unsuited for these tasks.
Though short term weather forecasting is now largely an engineering problem, it
has a sufficient experience base to use parametenzatbons that at least work. even if
they can not fully be justified from first principles. We are far from being confident
in the small scale parameterizations of climate models because of the lack of ability
to confirm results. This problem is not likely to be solved in the near future.

The shift in research focus toward prediction of future climate has lead to the
placing of increased emphasis on the modelling of climate by 3eneral Circulation
Models (GCMs). A large fraction of all clmate modelling efforts is now being
devoted to simulations of climate with increased C0 2. Though we have learned
much from past efforts of this type, these should be de-emphasized in favor of
more detailed comparison of models with the present climate. The forefront of
the modelling effort consists of models coupling the atmosphere and oceans. The
present discordance between atmospheric and oceanic models when coupled, re-
quiring large energy and water flux corrections at the interface, makes us suspicious
of both types of models. Simulations with increased CO2 provide little verification
feedback to the modelling process. More detailed examinations should be made
of changes associated with the seasonal cycle, diurnal cycle, volcanic aerosols, in-
dustrial aerosols, and land use changes. Further, energy fluxes should be examined
more closely in models, since the fluxes better reflect the physical processes than
state variables (such as temperature). Simpler models, such as two dimensional
ones, should not be neglected. These are useful for understanding the climate
system and identifying important processes, even if they can not produce the grail
of accurate regional forecasts. In all their complexity, GCMs are often as difficult
to fathom as the real atmosphere. For the engineering approach using complex
models to progress, increased emphasis is needed on the scientific approach of
understanding processes in a simpler context.

Climatic Change June 1992
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Uncertainty and Equity

Despite all the uncertainties, a consistent scientific picture seems to be emerging.
The observed mean surface temperature increase over the past century has been
smaller than most sensitivity estimates of the climate to increasing greenhouse gases
alone would predict. However, inclusion of increases in Northern Hemisphere
industrial aerosols in the radiation balance plausibly accounts for the discrepancy
(Charlson 1992). Observations indicate that the increase in Northern Hemisphere
temperature has been mostly at nighttime (Karl es aL 1991). This fits a picture of
anthropogenic climate change from increasing both greenhouse gases and aerosols.
The "consensus" estimates of climate sensitivity to CO2 are consistent with the
paleoclimate records of temperature and CO2 concentration. If it were not for
the policy ramifications, the scientific results on greenhouse change on the whole
appear orderly and well founded, especially when compared with the levels of
agreement and consistency of many other scientific problems.

Some pundits rely with great faith on a favorite economic model to forecast great
economic cost and disruption for reducing greenhouse gas emissions while at the
same time decrying the quality of climate models. Rind et at. (1988) have noted
that the foundations of the climate models are far firmer than those of the economic
models. For small perturbations to the climate system (say less than 5 K), not
leading to dramatic qualitative changes to the atmospheric or oceanic circulations,
existing atmospheric GCMs or coupled models are useful for examining climate
trends on continental spatial scales and decadal temporal scales over the next
century. Projections on smaller scales and analyses of possible radical changes,
desired by many in the policy community, are not likely to be trustworthy for some
time. Other than an awareness that hydrological processes are very sensitive to even
small climate changes, them is little knowledge of how water resources are likely
to change with global warming. Even if existing models are largely correc, we
are unlikely to believe forecasts of dramatic changes very far from our experience.
This is a worrisome attribute of human nature.

Issues of scientific uncertainty are most often raised when considering mandating
changes in economic activity to protect the enviroment. The costs of mitigating
climate change do not fall on the same individuals or at the same time as the
costs of adapting to climate change. Some macroeconomic studies have contended
that reducing greenhouse gas emissions will be very costly, perhaps even more
costly than adapting to climate change. Other studies have contended that there
will be net benefits from great reductins in our energy consumption even in the
absence of climate change. Regardless, we should be wary of analyses that only
examine effects on gross product but ignore equity issues. In the framework of
macroeconomic theory, bank robbery is a zero sum activity. Microeconomic studies
on the effects of climate change on specific sectors, locales, and groups, as well as
studies on the economics of energy usage, are of more immediate value. Just as in
climate research, we feel it is important in economics to emphasize process studies

Climatic Change June 1992
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and small scales. In particular, further analysis is needed of the barriers to energy
technology substitutions and conservation, the costs of possible climate change,
ways of arranging transfer payments to those who bear those costs but gain few of
the benefits of activities leading to greenhouse gas emissions, and the changes in
living conditions associated with alternative policy strategies. Studies that mostly
emphasize changes in growth of gross product are as useful as climate forecasts
that focus only on changes in the global mean temperature.

Most greenhouse gas emission scenarios, with their resultant climate change and
economic projections, are not forecasts; they am decision making tools. There
are fatalists who feel that our course is set, and some who feel they can predict
it. However, we prefer to believe that the information we are accruing stands
some chance of influencing future human behavior. Some millenia from now, as
Arrhenius (1908) and Callendar (1938) suggested, we may even use greenhouse
gases to prevent the next ice age.
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SECTION 1

Motivation:
I would like to compute energetic constraints on lightning leader propagation. I would also like to

compute stability conditions for that propagation. Both of these computations require an understanding of
how rapidly the leader cools. Were this cooling due to conduction alone, we could compute it. given channel
radius. But time-resolved photography (Vince Idone, private communication) strongly suggests that
lightning channels are deformed by turbulence, and hence, cooled by turbulent convection. The only
measurements of lightning channel cooling rate are measurements of the rate of decay of radar echoes from
lightning.

Conclusions:
Radar echo decay rates vary from. I dB/ms to 5 dB/ms. These decay rates ae almost certainly due to

decay of electron number density (other explanations don't work). The decay of electron number density is
almost certainly due to decay of temperature (other explanations don't work). 0.1 dB/ms to 5 dB/ms implies
3 to 120 kelvins/ms. These decay rates require either surprisingly small turbulent diffusivities (< .01 m^2/s)
or surprisingly large electric fields in the decaying lightning channel.

What's in the rest of this section:
A summary of past measurements and my interpretation of those measurements.
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Lightning radar reflectivity: 0. 1 m2 /m during current, 0 m2/m between
strokes

With a 12 GHz CW radar, we viewed 1.5 m of a triggered lightning channel. Between strokes, radar
echoes fell to less than I cm2 , indicating channel conductivity less than one siemens. During current the
1.5 m segment had a cross section between 200 cm2 and 1700 cm2 , which, naively interpreted, requires an
overdense plasma 1 to I I centimeters in diameter. In strokes followed by long continuing current,
reflectivity remained relatively constant for tens or hundreds of milliseconds, then fell faster than 0.2 dBims.
In strokes not followed by long continuing current, reflectivity began decaying immediately, at 3 to 5 dB/ms.
These echo decay rates imply 3 to 30 K/ms temperature decay.

1. HISTORY
Browne [ 19511 made the first attempt to interpret echo brightness; he imagined a line of electrons

perpendicular to the beam, each electron uninfluenced by the motion of its neighbors. He computed that he
needed 5 1015 electrons per meter to reproduce his radar signal.

Ligda [1956] reminded us that electrons ignore neighbors only if there are few neighbors (underdense
plasma). With sufficient electron density (overdense plasma), the electrons collectively reflect almost all the
incident energy. Because further increases of electron density cannot further increase the radar reflectivity,
radar cannot determine the electron density, it can only provide a lower bound. Ligda imagined the
lightning as at least one channel, with a radius of at least two centimeters.

Hewin[ 19571, with radar equipment designed for the study of lightning, measured reflectivity versus
distance each millisecond. He observed some echoes decaying a few milliseconds after a stroke, while other
echoes endured for tens of milliseconds, then dropped 20 dB in the ten milliseconds immediately preceding a
subsequent return stroke. Rapidly decaying echoes most often occurred at low elevation; enduring echoes, at
high elevation. The radar reflecting region grew about 20 km/ms in the inte. val between strokes.

Hewitt imagined the rapidly decaying echoes to be cooling channels of the previous return stroke, and the
enduring and extending echoes to be new channel growth inside the cloud. He reminded us that collisions
reduce the radar reflectivity, and that collision frequency is an increasing function of electron energy.
Hewitt assumes a field inside the lightning arc of 3 MV/m, which in 1957 implied a collision frequency of
4.5 1011 Hz. Hewitt computed that this large collision frequency should cause 99% absorption of his radar
signal. Assuming that a 300 meter long section of channel will contain 50 meters reflecting in phase, Hewitt
computed that 2.4 1014 electrons per meter would reproduce his radar signal. Assuming a channel diameter
of 2 cm, he derived a volume density of 2.5 1018 electrons per meter cubed. He knew that, without some
ionizing process, electron ion recombination would reduce this density more than three orders of magnitude
in a millisecond. His lightning echoes last tens of milliseconds. Hewitt imagines electron density to be
maintained by a steady current in the new channels during the interstroke interval.

Atlas [1958] offers a different explanation for the long duration of lightning echoes: a large (cloud sized)
volume of low electron density plasma as the radar target. (Malan proposed the same geometry in 1937).
Since Atlas, like Hewitt, assumes electrons are removed only by recombination with positive ions, he had the
recombination rate equal to the product of electron density and positive ion density. He took the positive ion
density equal to the electron density (no negative ions) and computed that 1012 to 1016 electrons per cubic
meter would require 100 milliseconds to 100 seconds to decay to one tenth their initial number, in agreement
with his observations.

Dawson [ 19721 offers a third explanation for the long duration of lightning echoes; the electron density is
in thermodynamic equilibrium, and the channel requires tens of milliseconds to cool. Dawson considers the
magnitude of Browne's echo, and discovers that no long thin channel could produce an echo so strong, even
if the lightning plasma were as reflective as a perfect conductor at right angles to the beam. Dawson
concludes that radar is reflected from an initially overdense highly branched streamer system.

Dawson suggested that future studies might measure the initial expansion of the lightning channel by
examining the initial rise to peak value of the radar signal, and might measure the channel radius by
measuring echo duration and comparing to theoretical predictions of cooling rate as a function of radius.
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Cemi [19761 looked for cloud to ground lightning echoes with a ten centimeter radar. Cerni's eyes
detected many cloud to ground flashes in the radar beam. but his radar deteced none of them. Cenu did see
the inuracloud echoes, much weaker than Dawson predicted for overdense echoes

Holmes et al[ 19801 find echoes at I 1 cm always orders of magnitude less than Dawson predicted for
overdense channels, and never find any echoes at all at 3 cm. Both findings ae expected if lightning
channels we underdense.

Proctor [1981l examined lightning with 3 cm, 5.5 cm, 50 cm, and I I I cm radar. The 50 cm and I I I cm
radars detected every flash visually observed in the beam. At 5.5 cm, the radar detected only a few of those
flashes observed, and at 3 cm. the radar saw no lightning at all. At 5 cm, Proctor's echoes (usually) vanished
in milliseconds, while at VHF, echoes persisted for sens of milliseconds. These results are expected if
lightning is (usually) underdense at microwave frequencies, but always overdense at VHF. Proctor also
made simultaneous measurements with identical beamwidths, and found a lightning radar cross section
twice as great at I I cm as at 50 cm. Finally, Proctor made simultaneous measurements with overlapping
beam volumes, one twenty times the size of the other, and found only a factor of six more reflectivity in the
larger volume.

Mazur e: a [1985] argue against Cemi, Holmes, and Procter that lightning is overdense. Mazur et al's
echoes at 10 cm look like Hewitt's and Proctor's at VHF; that is. the radar cross section is relatively constant
for 25 to 200 milliseconds before beginning a 0.2 dB/ms decay. This is expected if lightning is initially
overdense. So long as the channel remains overdense, the radar echo will remain independent of
temperature and electron density. When the channel finally cools to an underdense plasma, the radar echo
begins to decay. Mazur et al calculated that, to reproduce the 0.2 dB/ms decay observed, the hot channel
diameter must exceed 8 cm.

Williams et at (19891 reason that lightning is an arc, arcs are hot, hot air is overdense at all radar
wavelengths. They attribute Holmes' and Proctor's inability to see lightning at 3 cm to the great brightness
of precipitation at 3 cm. Williams et al offer a model of the radar cross section of a long, thin. tortuous
dendrite of overdense plasma, predicting radar cross sections much smaller than Dawson, and compatible
with the small cross sections observed by Holmes.

Krehbiel et al[ 19911 observed radar echoes associated with K-changes. These echoes began decaying
immediately, at 0.5 to 2 dB/ms. The radar reflectivity dropped into the noise (3 to 6 dB below peak echo)
between K-changes. The same flash containing these K-changes includes one echo that requires almost 200
ms to fall the 3 to 6 dB into the noise.

2. RADAR PICTURE OF LIGHTNING
These radar observations suggest that lightning is a bushy ended dendrite, several kilometers in extent,

with branches separated from each other by hundreds of meters. The observations also suggest that between
strokes, some branches grow at 10-100 m/ms. and some channels cool and become non-conductive.

We imagine a dendrite. Malakn [1937] and Atlas [19581 imagine instead a diffuse blob of cold plasma.
Of course, Malan and Atlas have seen that lightning from cloud to ground is dendritic. Malan and Atlas
suggest that at high altitudes lightning changes from dendritic arc to diffuse glow. Atlas imagined such a
diffuse blob because he needed a low electron density to fit his theory for the long duration of his radar
echoes, and because, on his PPI display, radar echoes did look like cloud sized blobs. Subsequent
observations with more modern recording tools see lightning a single range cell in extent, much smaller
than cloud size. And more recent theory for the long duration of lightning echoes does not require small
electron densities. Finally, underdense plasmas scatter power proportional to the fourth power of
wavelength, so an underdense blob should be 16 times brighter at 11 cm than at 5.5 cm, 24 times brighter at
I II cm than at 50 cm, and two million times brighter at I I cm than at 3 cm. This is incompatible with the
observed wavelength dependence of lightning. (See figure 9.) We conclude that lightning is commonly a
thin dendrite of hot plasma, not a volume filling blob of cold plasma. If lightning is ever a diffuse glow, this
has not been seen by radar.

We imagine bushy ends. Proctor. at 5 cm, saw single echoes that moved rapidly in range, erasing their
reflectivity behind them. At VHF he instead saw echoes that persisted and grew in extent, becoming
complex assemblies of echoes (dendrites). When Proctor increased the gain of his 5 cm radar, he saw echoes
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that looked like his VHF echoes. We imagine thai at 5 cm. without increased gain. Proctor could only see
the bushy leader heads, the rest of the channel was hidden in the noise.

We imagine only a few limbs, separated by hundreds of meters. Dawson, Mazur et al, and Williams
imagine more closely spaced limbs. Dawson [19721 proposed that Browne's [19511 echo was from a
complex lightning dendrite, with many branches per radar resolution volume. Mazur etal [19851 allowed
that their reflectivities might be due to many limbs of the lightning channel crossing the same radar
resolution volume. Williams etal (19891 tentatively concluded that the lightning dendrite was a volume
filling target, with several limbs per radar resolution volume, because the mean extent of their echoes (6.7
kim) exceeds their radar beamwidth (0.5 - 2.5 kim). We disagree, imagining only zero or one channel per
radar resolution volume. Were there many limbs per radar resolution volume, then the extent of the
lightning echo would be the size of the 3D envelope containing the volume filling thicket of lightning
channels, almost independent of radar beamwidth. If. on the other hand. there were only a single, thin,
more or less straight limb crossing the volume at some random angle, then the extent of the limb within the
radar beam would be linearly proportional to the width of the beam. Holmes et al [19801, with a beam
diameter of several hundred meters, saw less than 300 m extent for half of all flashes, and less than 2 km for
the other half. Mawr et al [1985], with similar beam diameter, saw only 3 of 40 flashes extend into two
adjacent 300 m range bins. (4 of 40 channels intersected the beam at two separated positions. 1.2, 1.2, 0.9,
and 3.3 km apart). Zrnic et al [19821, with the same beam %s Mazur et al, saw three quarters of the flashes
extending into adjacent beam volumes, with extents ranging from 600 m to 3 km. Hewitt [1957], with a
beam diameter of two or three kilometers, saw typical horizontal extents of 1500 to 2000 km. (He inferred
vertical extents of 3 to 6 km by a unique method.) Williams et al (19891, with a beam diameter of 500 m to
2500 m, saw extents from 0 to 35 km, 4 km being typical. Ligda [19561, with a scanning beam, effectively
many kilometers beam diameter, saw one echo with extent greater than 100 miles. In general, larger beam
diameters saw larger lightning extents, so we conclude that the lightning dendrite is made of only a few
limbs, typically only one through any radar resolution volume.

We imagine the lightning channels extending into virgin air between strokes at 10 to 100 meters per
millisecond because radar occasionally sees the end of the channel (the edge of reflectivity) extending at
these velocities. (Hewitt saw 10-25 mn/ms, Mazur more than 50 rn/ms, and Holmes more than 100 rn/ms.)
Radar could see but has not seen larger or smaller non-zero velocities, hence we tentatively conclude that
over kilometer scale distances, lightning leader propagation into virgin air proceeds at 10 to 200 rn/ms.
("Tentatively" because there are so few observations. "Kilometer scale" and "into virgin air" because echo
fluctuations make it difficult to measure velocity over shorter distances or along still somewhat reflective
channels.)

We do not know whether to imagine the isotherms as simple concentric cylinders, or as a turbulent shape
of tongues and whorls. Nor, despite our attempts in appendix Al, does radar tell what diameter to imagine.

Most lightning echoes, instead of decaying immediately, remain relatively constant for tens or hundreds
of milliseconds, then suddenly begin to decay at 0.2 - 5 dB/ms. (An example of relatively constant
reflectivity followed by decay is shown in figure 1. But the decay rate shown here may be wrong, see caveats
in the figure caption.) Two explanations have been offered for this behavior: Hewitt [1957) proposed that
reflectivity remains constant for tens or hundreds of milliseconds because channels carry current for tens or
hundreds of milliseconds; Mazur et al [ 1985] proposed that reflectivity remains constant for tens or
hundreds of milliseconds because channels cool slowly from their return stroke temperature to an
underdense plasma. The radar data is not presently able to rule out either explanation. We know from the
interstroke field change that some channels are carrying current between strokes, but we cannot know that
all channels with enduring reflectivity carry current.

Browne's echo, Krehbiel's K-change echoes, all of Cerni's echoes, some of Hewitt's echoes and some of
our echoes (figure 6) began decaying immediately, at several dB/ms; these did not remain constant for tens
or hundreds of milliseconds. We consider five possible explanations for this behavior; the channels might
have been initially underdense, they might have cooled in milliseconds, the absorption just outside these
channels might have rapidly increased, the electric field in these channels (and hence the collision
frequency), might have rapidly increased, or these echoes might be from the short lived brush we believe to
precede lightning streamers.

These channels were not initially underdense. Return strokes carry kiloamperes of current, and
"underdense" requires so few electrons that the channel is incapable of carrying more than a few amperes.
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(See appendix A2.) These channels did am cool to underdense in the first few milliseconds. Their echoes
faln at 0.5 to 5 dB/ms, indicating a temperature decay of only 6 to 30 K/ms. and it is improbable that the
initial temperature was by chance within tens of kelvin of the critical temperature. (Conversion from echo
decay to temperature decay is discussed in figure 8.) Absorption did not rapidly increase an order of
magnitude. Appendix AO shows that 90% abs on requires either a temperature gradient less than 100
K/cm. or an electron diffusivity greater than I rn'Is. Neither is plausible. Rapidly rising elec-.,c field could
not change the collision frequency more than a factor of two. Hence rapidly rising electric field could
produce at most a factor of four decrease in the radar cross section of underdense plasmaL

A last possibility is that rapid decays are not decay of the return stroke channel at all, but instead are
decays of the brush we believe to exist at growing streamer tips. If so, this requires that the channel itself
(which remains overdense until the Usual tens or hundreds of milliseconds have passed) be too dim for the
radars to see. This is possible; rapidly decaying echoes of Krehbiel, Cerni, and this study all began less than
10 dB above the noise, and Hewitt's rapidly decaying echoes were 'weak". We tentatively suggest that
rapidly decaying echoes come from the brush at the tip of lightning leaders.

We imagine a temperature decay of 3 to 30 K/ms because radar echoes decay at 0.2 to 5 dB/ms. Echo
intensity is determined by the electron number density, the position of the channel in the beam pattern, the
number of limbs in the beam, the radius of the channel, the roughness of the channel surface, the collision
frequency, and the rate at which electron number density changes with radius. Of these, only electron
number density can cause a 20 dB decay in a few milliseconds. Position in the beam is not changing rapidly
in time. Decrease of number of channels in the beam cannot explain this decay, because observations in
section 3 of this paper decay at the same rate as do other radar observations of lightning, and those
observations are known to be of a single limb. Radar cross section varies slower than linearly with radius,
and a factor of 100 change in radius is not plausible. A change in roughness or absorption might affect 3 cm
measurements, but is negligible at VHF. The only remaining explanation for the 0.2 to 5 dB/ms decay of the
radar echo is a decay of electron number density.

Lightning's radar reflectivity is independent of electron number density until that density falls below a
critical density. Once below the critical density, the echo is (roughly) proportional to electron number
density squared. (Details in appendix A2). So a 0.2 to 5 dB/ms decay in radar echo implies a 0. 1 to 2.5
dB/ms decay in electron number density, which, from figure 8. implies a 7 to 150 K/ms decay of
temperature.

Holmes et al [ 19801 and Mazur et al (19851 considered this slow temperature decay and inferred
considerable ohmic heating. We doubted the existence of ohmic heating, because it required a surprisingly
large electric field in the lightning channel. We expected our experiment to show that an isolated segment
of the channel cooled faster than Holmes and Mazur thought. But we found cooling rates only an order of
magnitude faster than Holmes and Mazur, and about the same as seen by Cerni and Krehbiel. And so we are
forced to the same inference as Holmes and Mazur; there is significant ohmic heating in the 3700 K to 3900
K channels seen by radar.

Were ohmic heating and turbulent cooling both negligible, then the 7 to 150 K/ms cooling rate would
determine channel radius. Uman and Voshall found cooling rates of 120 K/ms for a 2 cm diameter channel
at 3500 K, and 30 K/ms for a 4 cm diameter channel at 3500 K. If we extrapolate, assuming that cooling
rate is inversely proportional to radius squared, we get an 8 cm diameter for a channel cooling at 7 K/ms.
So, if ohmic heating and turbulent cooling were negligible, the radar measurements of lightning would tell
us that lightning's diameter varies from 2 to 8 cm.

8 cm exceeds any measured lightning diameter. Having already rejected all explanations other than a
decay of centerline temperature for the observed echo decay, we must conclude that either cooling by thermal
conduction is smaller than we thought, or lightning's diameter is larger than we thought, or ohmic heating is
nor negligible during the slowest decays. Thermal conductivity of air is very well known, and lightning's
diameter probably known [Uman 1968], so we tentatively and reluctantly conclude that ohmic heating is not
always negligible.

Our reluctance in this conclusion comes from a reluctance to believe that fields in the lightning arc are as
large as ohmic heating requires. For a 4 cm diameter channel to cool at 7 K/ms instead of 30 K/ms requires
23 K/ms of ohmic heating; at the critical temperature for our radar (3900 K) 23 K/ms of Ohmic heating
requires a field of 1.7 kV/m in the channel. At the critical temperature for Cemi's radar (3700 K) 23 K/ms
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of ohmic heating requires a field of 2.7 K/ms. These fields are higher than measured in laboratory arcs
[King 1961] or predicted for lightning arcs (Lahm 1986].

If there is turbulent cooling, then the channel field (or radius) must be even larger. A turbulent
diffusivity as small as 0.01 mn•/s causes cooling twenty times greater than that from conduction alone. In
the absence of Ohmic beating, this would require channel diameters of 9 to 35 cm, instead of 2 to 8 cm.
These diameters are unbelievably large; therefore, if there is turbulent diffusivity as large as 0.01 m2 /s, there
must also be ohmic beating. The larger the field we are willing to imagine in the channel, the larger the
allowed turbulent diffusivity. Diffusivity mustproduce cooling slightly greater than the beating; if we allow
a field as large as 10 kV/m, we have 50 Wlcm- (140 K/ms) of heating, which would be exactly cancelled by
a diffusivity of (channel diameter2 / 630 ms). If we imagine the field in the lightning channel as large as
50 kV/nm we get 900 W/cm3 (2300 K/ms) which exactly cancels a diffusivity as large as (channel diameter2

I 37 ms).

3. ExPERmENT
Between strokes, is the channel to ground conductive or resistive? Ollendorf ( 1933] wanted a resistive

channel to explain multiple discrete return strokes. Malan and Schonland [ 195 11 wanted a resistive channel
to explain electric field changes of different sign at different distances from the channel. But for some
reason the resistive channel became unpopular. Brook et al [1962] wrote that "A small, steady 'dark'
current would serve to maintain some minimum ionization in the lightning channel between strokes;
otherwise, multiple strokes in identical channels would be rare." Ogawa and Brook [ 1969] found that
Malan and Schonland's electric field changes could be explained without a resistive channel to ground,
because interstroke charge transfers were more horizontal than vertical. Uman and Voshall [1968] found
that the channel would remain conductive between strokes even without Brook's "dark current" if cooling
were due to conduction alone (no turbulence) and if the channel radius were a few centimeters. Krehbiel et
al [1979] restored the popularity of the resistive interstroke channel to ground by repeating Malan and
Schonland's multiple station electric field measurements with many more stations. Some of his
measurements are best explained by a charge transferred along the old lightning channel, but not all the way
to ground, strongly suggesting a resistive channel to ground. After Krehbiel, Jurenka and Barreto [1985]
still require a conducting channel to support the dart leader, while Uman [19871 allows that the dart leader is
guided by either a conductive channel, or by a merely warm, non-conductive one.

So, between strokes, is the channel to ground conductive or resistive? In an attempt to unambiguously
answer that question, we set up a 12.67 Ghz bistatic CW radar 26 meters from rocket triggered lightning at
Kennedy Space Center. The 1.5 m wide, 1.5 meters high, and ten meters long volume observed (figure 3)
included a 1.5 meter section of each triggered lightning channel (figure 4). We digitized the radar return
every 300 microseconds. If the radar echo vanished between strokes, we would conclude that the plasma
was underdense and therefore that the channel was resistive. We also hoped, with the same experiment, to
measure the reflectivity of a known length of lighming channel at a known position and orientation in the
radar beam, for comparison with theory. Finally, because we didn't realize how good were the existing
measurements of echo decay rate, we wanted to make our own measurement of the cooling rate of the
channel to ground.

The radar echo usually did fall to zero between strokes, but our equipment was inadequate to determine
whether the echo always went to 0. (See figure 5) The 1.5 m segment of the lightning channel had a cross
section between 210 cm2 and 1700 cm 2 . (See figure 5) For strokes followed by long continuing current,
reflectivity remained relatively constant for tens or hundreds of milliseconds, then fell faster than 0.2 dBlms.
(See figures 5, 1) For strokes not followed by long continuing current, reflectivity began decaying
immediately, at 3 to 5 dB/ms. (See figure 6) A tortuous 2.5 mm diameter wire hung in the same location
occupied by lightning had a cross section of only 10 to 30 cm 2 / m. (See discussion, appendix Al)
Ultraviolet photography did not reveal any dim channels perpendicular to the main stroke. (See figure 7)

Because the radar echo sometimes fell to our noise level between strokes (See figure 5), we conclude that
the channel to ground sometimes becomes resistive between strokes. Because lightning reflected 100 times
more than did a 2.5 mm diameter tortuous wire hung in the identical location, we conclude that the
lightning channel diameter is at least greater than our 2.5 cm radar wavelength, perhaps as much as three
times that large. (See Appendix Al) Because we saw only one channel, we conclude that our echo decay
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was due to changes in that one channel. not due to reduction in the number of channels in the volume.
Because our ftstest decay rates (4 dB/ms) are in general agreement with the fastest decays seen in earlier
observatons. we tentatively conclude that previous observations of radar decay also describe changes in a
single channel. not reduction of the number of channels in the radar resolution volume.

4. SuMMARY

Lightning is a sparse tree, with limbs hundreds of meters apart, not a volume filling thicket of channels tens
of meters apart.

The variation of echo extem with range fits one limb per resolution volume, and does not fit many
limbs per volume. Thus the enduring limbs must be hundreds of meter apart. (Except perhaps at
the tips, where Proctor's observation of echoes traveling in range suggest the existence of a small
thicket of short lived channels only meters apart.)

Lightning channels are initially overdense
A 4 cm diameter channel of marginally underdense plasma carries less than 3 A at 25 kV/m. Unless

we have seriously underestimated lightning's diameter or electric field, current carrying channels
must be overdense to radar.

Echo decay is mostly due to decrease in centerline temperature.
Decay of some channels, absorption just outside the channel, or changes in channel radius cannot
explain the observed decay.

Between strokes, the channel to ground becomes very resistive.
The radar echo of the channel to ground drops 20 dB between strokes.
Decay of some channels, absorption just outside the channel, or changes in channel radius cannot
explain the observed decay, leaving a decrease in electron number density as the only plausible
explanation. Underdense plasma is incapable of carrying lightning currents.

Centerline temperature decays 7-150 K/ms at 3700-3900 K
Because echo decay is mostly due to centerline temperature decay, radar can measure temperature

once the channel cools to an underdense plasma.

The electric field in 3700-3900 K channels is sometimes as high as several kilovolts per meter, unless the
diameter of those channels is surprisingly large (> 10 cm) and the diffusivity surprisingly small (< 0.01
m2/m).

5. SUGGESTIONS FOR FUTURE RADAR STUDIES OF LIGHTNING
A few measurements suggest that streamers have bushy heads, and that virgin propagation velocities

range from 10 to 100 Wr/ms. Any confidence in these suggestions awaits additional measurements.
There is agreement that the decay rate varies from 0.2 to 4 dB/ms. Simultaneous measure of decay rate

and channel radius would test Uman and Voshall [1968]. Simultaneous measure of decay rate and current
would test Latham [ 1980).

Lightning mappers, able to see all space, not just a narrow beam, and potentially with high resolution in
time, should make radars obsolete as a tool for measuring the position of lightning. A future experiment
with both a mapper and a radar could test whether the mapper sees all the channels, and how accurately the
mapper positions them. Lightning mappers often see propagation along old channels; the same experiment
would determine whether these channels are cut off or still conducting just before such propagation.

APPEND[X Al. LIGHTNING'S RADIUS FROM ECHO MAGNITUDE
A few studies used uncalibrated radars; these studies can report the extent, velocity, duration, and decay

rate of lightning echoes, but not the absolute magnitude of those echoes. Most studies used calibrated radars
and quoted absolute cross sections in m2 . (See figures 9) Lightning's absolute cross section is the basis for
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Dawson's claim that Browne's flash was overdense. Lightning's absolute cross section is the basis for claims
by Holmes et al and Proctor claim that lightning is underdense. Lightning's absolute cross section is the
basis for Williams et al's claim that lightning's mean channel length per unit volume is five kilometers per
kilometer.

All of these claims require faith in some model of the lightning reflectivity. It has been difficult to test
these models, because reflectivity depends on the position of lightning relative to beam center, on the length
of channel in the beam, and on the lightning radius, none of which have usually been known. For our
measurements described in section 3. we know the position of the channel relative to beam center, and the
length of channel in the beam, though still not the channel radius. we now use a model of lighting
reflectivity to compute the radius.

We saw seven events that for at least part of their duration were well centered in our 1.5 meter diameter
beam. For four of these we transmitted and received E horizontal; we observed mean cross sections of 860,
1200, 1200, and 1700 cm2 . For two well centered flashes, (both on the same day) we transmitted and
received E vertical; we observed mean cross sections of 200 and 600 cm 2 . For one well centered flash, we
transmitted E vertical and received E horizontal; we observed a mean radar cross section of 2 cm 2 . (This
may overestimate the true cross polar reflectivity; our antennas were loosely mounted, and could easily have
become not 90 but 89 or 91 degrees out of phase.)

A 2.5 nun diameter tortuous wire, also well centered in the same 1.5 meter beam, produced a mean cross
section of 22 cm 2 . The lightning channel cannot have been more conductive than the wire; we may
conclude with certainty that lightning's diameter exceeds 2.5 mm.

To know how much greater than 2.5 mm, we need a model for radar reflectivity of a tortuous conductor
as a function of diameter. Williams et al provide such a model, valid so long as the diameter is much less
than the radar wavelength. Their formula predicts a cross section per unit length of 16 cm2 / m for a
tortuous wire of 2 nun diameter. So in our 1.5 m tall beam the formula predicts 26 cm 2 . and we saw
22 cm 2 , agreement too good to be true. We tentatively conclude that the Williams' formula is at least
approximately correct The Williams formula does not predict a cross section as large as our lightning cross
sections for any radius less than our 2.5 cm radar wavelength. We conclude that the overdense plasma had a
radius greater than 2.5 cm.

Greater than our wavelength, the Williams et al formula is invalid; we need a new model. Our problem
is that we don't know either the surface roughness or the precise tortuousity of the lightning channel. If we
assume a perfectly smooth (mirror) cylinder, with angle of incidence equal angle of reflection, then
geometrical optics predicts no reflectivity at all. (A beam transmitted up from the ground to a vertical
cylinder is still going up from the ground on reflection, it is not scattered down to our receiver.) If we
assume a perfectly rough (white) cylinder, with all power incident at any point isotropically re-radiated,
then geometrical optics predicts radar cross section equal to half the geometrical cross section. (The other
half is reflected in the other polarization.) The mirror surface approximation is not useful; we did see some
reflectivity. The white surface approximation is not right either, transmitting E horizontal, we received
more than a hundred times more power receiving E horizontal than when receiving E vertical. Lightning
has some unknown intermediate roughness. The best we can do without knowing that roughness is assume
that power is uniformly scattered, but that much less than half the incident power is rotated into the other
polarization, and so predict a radar cross section equal to the geometrical cross section, at least when
transmitting and receiving the same polarization.

A 210 to 1700 cm 2 geometrical cross sections in 1.5 meters imply 1.3 cm to 10 cm diameters. We trust
previous measurements of lightning's diameter (Uman 1964] more than our "best we can do" model. 10 cm
is almost certainly too large.

APPENDIX A2. OVERDENSE AND UNDERDENSE
"Overdense" means there are so many electrons that adding more causes almost no increase in radar

reflectivity. "Underdense" means less electrons than that.
As lightning cools, electrons and ions recombine. At first, while the lightning is overdense,

recombination doesn't change the radar echo. Once lightning becomes underdense, the radar echo begins to
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decay. Radar sees when this decay begins and how rapidly it occurs. The onset of decay bounds possible
temperature and current at that ame. The echo decay rate determines the temperature decay rare.

The electron number density where decay begins is a function otradar freuency and collision frequency.
Collision frequency is a function of radar frequency, electr field, teperatum, and pressure. Electron
number density is a function of electric field, temperature, and prmssume (figupe 8). If we know all but three
of electron number density, radar frequency, collision frequency, electric field, tnepeamure, and pressure,
these three functions determine the three unknowns. Traditionally, radar fequency and pressure ae known,
electric field is guessed, leaving collision frequency, electron number density, and temperatue.

For collision frequency, Hewitt used 20 Gifz in no field, and 500 GHz in a field of 3 MV/m. Dawson
used 61 GHz in no field and 370 GHz in 19 kV/n. Mazur and Doviak used 2.6 THz divided by the square
root of the absolute temperature in kelvins. Williams et al use 45 GHz at 3500 K, and 37 GHz at 5000 K.
All of these studies (except Dawson) used the collision cross sctions for room temperature electrons, and
assumed collision frequency to be directly proportional to electron velocity times density. Since the collision
cross section for room temperature electrons is two and a half times smaller than the collision frequency for
3000 K electrons, al earlier studies (except Dawson) underestimated low field collision frequencies by more
than a factor of two, and hence udestimated the critical electron number density by more than a factor of
four.

Guessing the electric field causes at most a factor of three uncertainty in collision frequency, hence at
most a factor of nine error in electron number density. The error is probably much less. Because electron
number density varies an order of magnitude every 300 kelvins, (see figure 8) this causes at most a few
hundred degrees error in the channel temperature.
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Figure 1. Radar cross section versus time. Our noise level is a cross section of less than one square
centimeter. The first echo shown, with peak radar cross section of about 100 cm2, is produced by the rocket
passing through our beam. Although the rocket is connected to ground by a taut. 200 micron diameter
copper wire, which remains in the beam, the rada- cross section of this wire is apparently too small to be
seen above the noise. One and a half seconds after the rocket's passage, the wire is vaporized by lightning,
which, in this case, carried a single long continuing current to ground. This lightning flash remained well
centered in the radar beam for its entire duration. This lightning had a mean radar cross section of 1200
cm2 . (Other flashes had cross sections of 200 cm2, 600 cm2, 860 cm2, another 1200 cm2 , and 1700 cm2 .)
The cross section remains roughly 1200 cm 2 for 700 ms, before beginning to decay. Unfortunately, once the
decay begins, the data shown here for decay rate is meaningless, as our logarithmic amplifier does not
correctly follow rapid changes in echo intensity. Some correct decays, measured for a different flash with a
different amplifier, are shown in figure 6.
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Figure 2. Summary of radar observations of the decay of lightning echoes.
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There is no apparent correlation between decay rates and wavelength. These are not two hump

distributions, so there is no evidence for two distinct processes causing fast and slow decays.

* -20 meters >
Figure 3. Top view of experimental setup. Antennas are mounted less than one meter off the ground;

the beam intersection is about 8 meters off the ground. Any azimuthal misalignment of the antennas
produced large noise levels from telephone poles in the beam. Any elevation misalignment produced
negligible signal from lightning, as the beams then no longer intersect. For all of the data ;ncluded here
exceprfigure 6, we have a sphere calibration on the same day, showing the antennas to be well aligned.
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Figure 4. Experimental setup, as seen from shelter. This lightning flash produced the radar echo shown
in figure 1. The 2 in lightinng diameter shown here is presumably due to blooming in our CCI);
Photography shows a smaller radius. The 1-5 in diameter inner circle marks die boundary at which returned
Power from a calibration sphere is a factor of two lower than if die sphere is well centered. The 2.2 in
diameter outer circle- marks dhe boundary at which the returned power from a calibration sphere is a factor of
four less thani if well centered. (We measured echo from off-centered spheres as a function of distance off
center on three separate days, with slightly different setups. The three differenit measured 3 dB and 6 dB
diameters varied from 1.4 r to 1.6 in. and 2.1 in to 2.4 m. respectively.)

II

IIt

Figure 5. Running mean radar cross section for a lightning flah consisting of a long continuing current
followed by three strokes. ihe radr cross section falls to the noise Level at the end of the long continuing
current, just before the first subsequent stroke. The radar cross Section falls to the noise again for more than
50 mns between the first and second subsequent strokes. Thie radar cross section appears not fal to zero
between the second and third srokes. Unfortunately, this amplifier does not follow rapid changes, so the
rate of rise (not shown) and rate of fall (shown but not correct) of the echo ar invalid. Mreatn cross section
is expected to be corect, and the fact that the echo went to zero between the first and second subsequent
strokes is expected to be correct. We cannot rule out the possibility that the cross section also went to zeo
between the second and third stokes, because we )now that this amplifier responds to slowly to have seen
this.

The lightning channel was (for flashes included in this paper) centered in the beam intersection volume,
20 m from the antennas. Voltage from the receivers was converted to radar cross section by comparison
with the voltages from the same receivers as the radar observed metal calibration spheres of 7.5 cm to 30 cm
diameter. These spheres were hung in the same location that the triggered lightning would occupy later in
the day. If. for example, we report that a certain lightning flash had a cross section of 620 cm2, we mean
that flash reflected power halfway between the power reflected by our 510 cm2 sphere and power reflected by
our 730 cm 2 sphere.

The calibration was performed (usually with less than the full set of spheres) on 26 different days. The
power reflected by a given sphere typically varied two dB between two measurements made the same day
(usually the same hour), and varied four dB from day to day. Excluding cases where the anitennas were
obviously misaligned, the largest and smallest cross sections ever measured for a given sphere are less than 7
dB apart We conclude that variations in radar performance and antenna alignment are responsible for less
than 5 dB of uncertainty in our cross sections.
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Figure 6. Instantaneous relative radar cross section and visible luminosity. Theantennas were
misaligned on this day; the cross section observed is a lower bound on the true cross section. This dama
comes from a rapidly responding detector, and so these decay rates are believed to be correct.

Figure 7. UV (295.9 +- 2.5 rnm) time exposure of lightning channel. The apparent breadth of the
channel is likely due to channel motion during the time exposure.
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Figure 8. Thermodynamic equilibrium concentration of electrons in air. At these temperatures, the onlyelectron donor of significance is NO+. All overdense plasmas reflect about equally, so radar cannot
distinguish between temperatures larger than the critical temperature plotted here. Reflected power isproportional to electron number density squared, and electron number density falls rapidly with temperature,so radar cannot detect lightning at temperatures a few hundred degrees less that the critical temperature
plotted here.

The critical electron number density is. except for the shortest radar wavelengths, and for electric fields
exceeding 30 kYlm. At the shortest wavelengths, the critical density increases because radar frequency is nolonger negligible compared to collision frequency. For electric fields exceeding 30 kVIm, the collision
frequency increases as the electron temperature rises above the neutral temperature.

274



0.8

0.4

0.2

0"61 001 1- 1

Figure 9. Lightning radar cross sections. The wavelengths and beam volume sizes at which these cross
sections were observed are summarized in the rollowing table.
cross section wavelength number beam dimensions
(m2 ) of

observat
ions

2200 3.2 I Browne 390 x 390 x 75
40 150 I Pawsey ?
.0005- .39 10.9 18 Holmes et al 420 x 210 x 150
.0001 - .003 10.7 3 Cerni 2200 x 560 x 150
.019-1.8 10. 8 Zrnic 340 x 340 x 150
.2-200 50 7 Proctor 2800 x 2800 x 600
.2- 100 111 6 Proctor 2800 x 2800 x 30
.2-40 50 7 Proctor 2800 x 2800 x 30
.004-.800 1I 227 Williams et a] 2200 x 2200 x 150
.2- 1.7 2.4 6 This Study 1.5 x 1.5 x 10
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SECTION 2

Motivation:
Triggered lighming begins with a positive leader. There exist laboratory experiments on positive leaders

as long as 13 meters, and there exist theories producing excellent agreement with these experiments. If the
first ten meters are the difficult pan of triggering lightning, then these laboratory experiments should predict
the aircraft potential and ambient field necessary t trigger lightning.

Conclusions:
Data from the FI06B, the CV580, and SPTVAR show no correlation between aircraft potential, ambient

field, and lightning triggering. Data from the C160 shows aircraft potentials and ambient fields as predicted
by positive leader theory.

What's in the rest of this section:
Plots of aircraft potential and ambient field at the time of each lightning trigger on the F106B. CV580,

and C160.
A plot comparing NRL and ONERA measurements on the CV580
A pictoral summary of leader physics known from laboratory studies of positive leaders.
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For any given experimental program, pressure, humidity, aircraft velocity and aircraft capacitance don't
change much, so we would expect the charge on the aircraft and the electric field around the aircraft to
determine when the aircraft triggers lightning. Letes try to guess the relationship between ambient electric
field and charge on the aircraft at the time the aircraf triggers lightning. If aircraft are making short
positive leaders all the time, and the difficult pan of triggering lightning is making a leader that can survive
tens of meters from the aircraft, then there will be some critical ambient field at which the aircraft mggers
lightning, independent of charge on the aircraft. (It's almost independent of the charge on the aircraft
because, tens of meters from the aircraft, the field due to charge on the aircraft is small compared to the
ambient field.) If the difficult part happens closer to the aircraft. then charge on the aircraft will be
important, and less ambient field will be required if there is a large positive charge on the aircraft, and more
ambient field if there is a large negative charge on the aircraft.

Indeed, one can quantitatively predict the number of volts per meter the ambient field can go down for
each kV of aircraft potential. We assume that from an object as large as an aircraft, once positive streamers
create a positive leader, continued development to a lightning discharge is inevitable. Laboratory streamers
propagate until the potential drop to the electrode is less than 500 kVm, and create a positive leader after a
couple meters of propagation. For an aircraft body ten times longer than it is wide, positive charge on the
aircraft increasing the aircraft potential by one volt allows a decrease of I volt / (1.5 aircraft length in
meters) in ambient field. Negative charge on the aircraft requires an increase in the ambient field. A
change in the aspect ratio from 10 to one to 100 to one changes the factor of 1.5 to a factor of 1.3. So we
expect the fields and potential at time of lightning triggering to lie on a line of slope roughly 1.5 times the
length of the aircraft. We shall see that only the C160 data look like this.

The NASA FI06B was struck hundreds of times in 1982-1984, but apparently was not instrumented to
determine aircraft charge and ambient electric field. Electric fields and aircraft charge just before 16
lightning strikes to the FI06B in 1985 are reported by Rudolph et al 1989, and are plotted in the figure
below.
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This does not show a single critical field for lightning triggering, instead it simply shows that the charge
on the aircraft tended to be large when the aircraft was in a large electric field. This isn't what we expected;
we expected that as the positive charge on the aircraft increased, the field required to trigger lightning would
decrease. One possible explanation for this dam is that triggering is caused by something other than the
charge of the aircraft and the ambient electric field. A more likely explanation is that the mills on the
aircraft were not carefully enough calibrated to distinguish between ambient fields and fields due to charge
on the aircraft.

The NASA CV580 is the aircraft for which we have the best check of whether the fields and aircraft
potential inferred are correct. The CV580 was simultaneously instrumented by ONERA and NRL. and the
two teams separately analyzed data for 15 events they recorded together. The aircraft potential from the two
measurements is almost uncorrelated; the ambient fields from the two measurements tend to differ in
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diection by marn than 60 degrees, ad in amplitude by a f-ctor of two. In any case, neitber data set looks
like what we e o like data from the F106B. See figures below.
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Two lightning strikes to SPTVAR in 1989 are reported in Jones et al 1990. The ambient fields were 5
and 7 k/tn, an order of magnitude smaller than fields reported on any other aircraft at time of triggering.
The field at the mills due to the aircraft potential was "many times smaller" than that due to the ambient
field. SPTVAR has been more carefully calibrated than any of the other aircraft, so this should not be
explained as a bad measurement. SPTVAR cannot have triggered these flashes; laboratory streamers require
an average field of 500 kV/m. and an ambient field of 40 kV/m is required to produce such a field for even
one twentieth of the aircraft length. This suggests that SPTVAR was struck by lightning that began in some
far away high field region, that SPTVAR did not trigger lightning.

Thirteen strikes to the Transall C160 are reported in Laroche et al, and plotted below. These appear to
lie on two separate lines, each with the predicted slope. If instead of total field, we plot the larger of the
horizontal field and 3/5 of the vertical field, the two lines coalesce, suggesting that one line corresponds to
lightning initiation from the nose or tail, and the other to initiation from the vertical stabilizer. As the
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analyzed tota field dcoad es with incmeasing analyzed chmge on the aiaý it is unlikely that the slope is
due to the same pollution of the ambient field by the ai:ah pooetial that cbaracrized the F16B data.
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1. Infrared Emission from Hn Regions

This effort involved, in part, determining the infrared (IR) spectral properties of

H ii regions (areas of ionized gas surrounding young, hot stars) in the equatorial plane of

the Galaxy. These properties were obtained from data and images observed by the Infrared

Astronomy Satellite (IRAS). Some of the properties of the H 11 regions being examined are

size, intensity, and color ratios and how these vary with position in the Galaxy.

The infrared emission for the set of 70 H II regions, with known kinematic distances,

was examined using images from the IRAS Sky Survey Atlas in all 4 wavebands of

observation (12, 25, 60, and 100 pm). These are radio bright (f4A6IMHs > 1 Jy) Hil

regions located in the first Galactic quadrant: 30* 0< I ;< 60*, 1 b 1;< 0?5. The 'typical' H i

region in this sample has a dust temperature T(60/100) = 32K (for A` emissivity law),

a diameter of 30 pc, and a luminosity (A > 50pm) of 10' - 10SLo. However, there are

several noticeable exceptions which are associated with the molecular ring and the W43

and W51 H II region complexes. These H II regions are hotter than average and appear

brighter than average at all IRAS wavebands. It is interesting to note that the H II regions

associated with the W49 complex have characteristics typical of the sample.

Initially, several IRAS images were examined over a 120 square degree region (8

fields that are 4 degrees on a side) in the first Galactic quadrant. The analysis of these

images served as a prototype that will eventually cover all catalogued Galactic HII regions.

Toward the end of this contract period the analysis was continued over four additional 120

square fields in the outer galaxy.

The spectral characteristics of these H II regions were examined using the low

resolution spectrometer (LRS) data from IRAS. Polynomial fits were made to the red

(A Z 12pm) end of the spectra. The shapes of the spectra fell into two distinct classes

based on the red end of the spectrum: flat or rising continua. Some of these spectra

also showed silicate absorption at 10pm. After subtracting these fits from the spectra,
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the residuals showed three known emission lines, [Nell), [Neljl], or [SIIl], present in most

spectra and possibility an unidentified emission line at 21pm. Most of these lines are

detected above the 3a threshold, however some of them are only at the 2a level.

All of the spectra are continuum dominated spectra with emission lines. No

correlations were found among the emission lines in the LRS data and the spectra

themselves. This included comparing the presence or absence of the three lines with the

spectrum shape, linear slope, and 60/100, 25/100, and 25/60 flux ratios. One possible

explanation for this lack of correlation is the source of the emission. The continuum in the

spectra is mainly due to dust emission, whereas the emission lines arise from the ionized

gas. The ionized gas is contained in a shell interior to the dust emitting region. Therefore

the two sources of emission are not physically connected, although they both share the

same heating source.

Cox (1990 Astr. & Ap., 236, L29) reported the presence of a 21m band in the LRS

data of H II regions. Cox argues that this is band emission by comparing the LRS with the

point source catalog (PSC) fluxes at 2 5 pm. The 2 5/im bandpass covers some of the LRS

wavelengths. In his sample of H II regions, the emission in the PSC fluxes underestimate

the flux implied in the LRS data. As a result Cox argues that the feature seen at 21prm is

not continuum emission, but rather band emission from molecules.

When the PSC fluxes are compared with the LRS data that I have analyzed, some

of Cox's band features are evident. However, the feature is not as ubiquitous as Cox has

claimed. Also, some of the LRS that show the same type of band features do not have the

excess emission that Cox reports. Further investigation is needed in regards to this 21Asm

feature.
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2. Rosette Nebula

The Rosette Molecular Cloud (RMC) is a site of recent (NGC 2244) and on going

star formation (young stellar object AFGL 961). The RMC has properties typical of

complexes that give rise to OB associations in the vicinity of the Sun. An early CO survey

by Blitz & Thaddeus (1980 ApJ, 241, 676) shows that CO emission extends around almost

the enitre periphery of the nebula. Later, Blitz & Stark (1986 ApJL, 300, L89) mapped the

RMC in 1 3CO using the 7m Bell Labs telescope. However, they did not include the area

immediately surrounding the nebula. H I maps of the Rosette Molecular Complex show

a shell of atomic gas that is expanding into the molecular cloud. High resolution IRAS

images in all four bands show an unresolved (< 1') compression front spatially coincident

with this H I shell.

During this contract period, the Five College Radio Astronomy Observatory's array

mapper, QUARRY, was used to map the expansion front in "3CO to obtain high spectral

resolution data of the molecular gas surrounding the nebula. These data will be used

along with existing CO data to determine the kinematics and energetics of the molecular

component of the expansion. The data are currently being analyzed.

3. Meetings

The following meetings were attended during the contract period. Posters or oral

presentations are listed for their respective meetings.

Back to the Galaxy, University of Maryland, College Park, MD 12-14 October 1992:

'Infrared Emission of Galactic H II Regions' (poster)

American Astronomical Society 181st Meeting, University of Arizona, Phoenix, AZ

3-10 January 1993: 'The Boston University-Arecibo Galactic HI Survey' (oral

presentation)
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Celestial Backgrounds Review, University of Florida, Gainsville, FL 19-20 January 1993:

'IRAS Properties of H II Regions' (oral presentation)

American Astronomical Society 182nd Meeting, University of California, Berkeley, CA

5-10 June 1993: 'IRAS Properties of H II Regions' (poster)

4. Publications

The following papers were published or were in press during the contract period

and are attached to this report:

Kuchar, T. A. 1992 Back to the Galaxy, A. I. P. Conference Proceedings, No. 278, ed.

S. S. Holt and F. Verter, p 250: 'Infrared Emission of Galactic H I1 Region'

Kuchar, T. A. and Bania, T. M., 1993, Astrophysical Journal, Vol 414, 'A High Resolution

H I Survey of the Rosette Nebula'

Kuchar, T. A. and Bania, T. M., 1993, Astrophysical Journal, submitted 'Kinematic

Distances of Galactic H II Regions from H I Absorption Studies'
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Infrared Emission of Galactic HU Regions

Thomas Kuchar
Phillips Laboratory/GPOB

Geophysics Directorate, Hanscom AFB, MA 01731

Email ID
kuchar~plh.af.mil

ABSTRACT

Infrared emission from HEI regions has been extracted from the IRAS
databases for a sample of Galactic HII regions identified by radio continuum
and recombination line surveys. This investigation, based on a sample of radio
HlI regions, should lessen the bias towards local HEI regions which are larger
and brighter on average. The infrared luminosity, color and physical properties
have been extracted from this data set as a function of Galactocentric distance.
The global infrared properties of the HiI regions are quite uniform with some
very interesting exceptions.

1. INTRODUCTION

The general infrared properties of HII regions in the Galaxy were sought
by compiling the IR fluxes listed in the IRAS Point Source and Small Scale
Structure Catalogs. Also, the detailed properties for a group of - 70 HI1 regions
were studied using the IRAS Sky Survey Atlas for a 30 square degree field in
the Galactic plane (30* ;< t < 600). A list of 1000+ HIE regions was compiled
from the recombination line surveys listed below in the references. Distances
(for Ro = 8.5 kpc, and e0 = 220km s-1) are derived from these references.
Approximately 730 HII regions were listed in the PSC and 160 in the SSSC.

2. FLUX RATIOS FROM IRAS IMAGES AND PSC

Figure 1 shows the IRAS 12/100 and 60/100 flux ratios for a sample of
HII regions located in the first Galactic quadrant: 300 < t < 600, 1 b j< i0. The
ratios are derived from the peak fluxes as they appear in images from the Sky
Survey Atlas. Thus most of the HII regions in this sample are resolved in the
images (i.e., e > 6'). The histogram shows the mean ratio for the HII regions
located in a 0.5 kpc wide bin. The error bars indicate the rms scatter about the
mean. Both ratios show peaks near 6 - 6.5 kpc. These HII regions are quite
possibly associated with giant molecular clouds and star forming complexes in
the molecular ring.

The mean 12/100 ratio for the diffuse interstellar medium and molecular
clouds is 0.06±0.02 (Laureijs 1989). Thus it appears that these HIT regions
are deficient in 12 pm emitters relative to 100 pm when compared with the
interstellar medium. The mean 60/100 ratio for molecular clouds is 0.21±0.03.
This is a smaller value the mean presented in Figure 1. However, this is not a
surprising result. since the dust surrounding the HI1 regions is being be heated
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by the OB stars associated with the HII regions.

3. IR LUMINOSITIES

The far infrared color (60/100) temperatures and optical depths (T oc A-2 )
were calculated for 48 HII regions in the Galactc plane for 300 • I e 60*.
Along with the the kinematic distances (Kuchar 1992), these data were used
to determine the FIR luminosities of the HII regions. Figure 2 shows the
distribution of luminosities in a face-on view of the Galaxy as seen from the north
Galactic pole. The distribution peaks at Galactocentric radius of 6 kpc. The
positions of the HIT regions are marked by circles the size of which corresponds
to the FIR luminosity of the HH rei on. Fiducial symbols mark the position of
the Sun (0) and the Galactic center (+). Galactic longitudes are marked as well.
The brightest HII regions (L > Lo) appear to be associated with the densest
molecular clouds. This can be seen by comparing Figure 2 with a similar figure
in Clemens et al. (1988) which shows the surface density of molecular gas.
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ABSTRACT

As part of the Boston University-Arecibo Galactic HI Survey, we analyzed the

gross physical properties of the atomic gas associated with the Rosette Molecular Complex

(RMC) which was derived from a new, high resolution 21cm survey. At the distance of the

RMC, the 4' angular resolution of the survey corresponds to a linear size of 2pc. The H I

maps presented here cover an area of 110x60 pc. If the 21cm emission is optically thin, then

the survey mapped an HI mass of 1.5 ±O0.1 x 10' Me. The optical nebula is surrounded

by three, dense HI regions, which roughly trace out the boundary of an HI shell. The

shell is located at the periphery of the atomic cloud and is expanding into the cloud at
4.5kms-1. The expansion center is located at (e,b,v) = (206?266,-2?083,16.Okms-1).

A constant expansion velocity implies a dynamical age for the shell of approximately 4

million years, which is consistent with the age of the central cluster NGC 2244. The total

kinetic energy of the expansion is estimated to be 3.8 x 1048 ergs. This represents about

2% of the total (radiative + mechanical) energy available from the central cluster. Thus

the central cluster can provide sufficient energy to power the flow through a combination

of stellar winds and radiation.

Subject headings: ISM: clouds - ISM: individual (Rosette Nebula) - radio lines: ISM
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1. Introduction

The Rosette Molecular Cloud (RMC) has properties typical of complexes that give

rise to OB associations in the vicinity of the Sun. Blitz & Thaddeus (1980) estimated the

total mass of molecular hydrogen in the complex (over an area of 2.51 square degrees) to

be 1.3 x 10i Me with a comparable mass in atomic hydrogen. The RMC is also a site

of recent star formation. The central cluster in the Rosette Nebula, NGC 2244, contains

several main sequence 0 stars (Perez et al. 1987). The presence of an 04v star indicates

that the age of the cluster is Z. 5 Myr (Cox & Guili 1968) but may be as young as 105 yrs.

In fact there are indications of active star formation in the RMC. The complex contains

a number of infrared sources, many of which are associated with molecular clumps (Cox

et al. 1990). The most luminous of these IR sources, AFGL 961, is associated with a

molecular outflow and thus may be the result of an embedded, young stellar object (Lada

& Gautier 1982).

The Rosette complex has also been investigated in several wavelength bands. The

dust and infrared properties were examined by Celnik (1986) and Cox et al. (1990). The

properties of the molecular gas have been discussed by Blitz & Thaddeus (1980) and more

recently by Blitz & Stark (1986) and Blitz (1987, 1991). The ionized gas of the HII region

of the Rosette Nebula has been investigated by Celnik (1983, 1985). Raimond (1966)

conducted a coarse H I survey with a spatial resolution of 0?56 and a velocity resolution of

2.1 kms- 1 . He mapped 22 square degrees of the complex and determined an HI mass of

2.0 x 10' Me (for an assumed distance of 1600 pc). However the properties of the atomic

gas in the complex have yet to be investigated in detail.

In this paper the results of a high resolution, neutral atomic hydrogen survey of 8.4

square degrees of the Rosette complex are presented. In the following sections the density

and velocity structure of the Rosette complex are discussed including the effects of the

cluster on the surrounding gas. Throughout this paper we assume that the distance to the

RMC is 1600 pc, which is the distance to NGC 2244 (see review by Perez et al. 1987 for

the distance determination and associated errors).
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2. Observations and Data Reduction

The H I observations were made over a period of a few months in the spring of 1988

(Epoch 3 of the Boston University-Arecibo Galactic H I Survey; see Bania & Kuchar 1993)

with some additional data acquired in October 1989 with the 305m Arecibo telescope'.

'Arecibo Observatory is part of the National Astronomy and Ionosphere Center (NAIC)

which is operated by Cornell University under contract with the National Science

Foundation.

The data were observed with the 21cm flat feed in frequency switched mode with the

reference frequency shifted 2.5 MHz from the H I line. The feed has a center frequency

of 1407 MHz and a bandwidth of - 40 MHz. The mapped region covers a rectangular

grid in (1, b) space and is sampled at 4', the HPBW of the flat feed. The data cover

approximately eight square degrees in the range 204?866 <_ <208?799, -3?150 < b <

-1?016 (see Table 1 for the observational parameters) and have a velocity resolution of

0.52kms- 1 . At a distance of 1600 pc, then approximately 110 x 60 pc of the Rosette

complex has been mapped with a spatial resolution of 2 pc.

All of the spectra had linear baselines removed and were corrected for feed gain

variations with zenith distance. The HI data presented below and in the tables are

expressed in terms of brightness temperatures, whereas the figures are expressed in

antenna temperatures. The conversion between the two temperature scales is Tb = 1.3TA

(cf. Bania and Kuchar 1993 and Bania and Lockman 1993). Once the gain correction

was applied to all the data, secondary calibration effects were evident. The integrated

intensity maps showed a 'mosaic' pattern, i.e. portions of the maps showed pronounced,

rectangular-shaped jumps in the intensities. The edges of these mosaic patterns outline the

observations that were made on a specific day. These daily variations (- 5%) in the feed

sensitivity can be caused by changes in the weather (e.g. rain running down the antenna

feeds changes the feed sensitivity).

Daily correction factors were derived according to the procedure described below.
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The correction factors for a specific date have an uncertainty of at most 1%; however, a

typical uncertainty is , 0.5%. The resulting set of correction factors ranged from 0 to 8%,

with the average correction being just less than 3%. The daily corrections were applied

to the entire HI data set. The resulting integrated intensity maps showed a considerably

reduced mosaic effect.

Changes in the receiver system temperature from the expected value were used

to correct the intensity calibration of the data set. If the feed sensitivity (and hence

the gain as well) changes, this will be reflected in the measured system temperature,

Tsy.. Thus, an anomalous increase in T,,. can be an indication of a change in the feed

sensitivity. If the gain varies as a result of daily changes in the feed sensitivity, then

we can attempt to model this variation as a change in the expected Ty.. The empirical

Zy. curve for the BU-Arecibo Survey was used to estimate the expected Tsy. for the

Rosette data. The Survey curve was determined from observations near the galactic plane

(b - 30) devoid of strong continuum sources. It was also calculated using the off-frequency

(Y = 1417.5 MHz) system temperature so that there is no contribution from Galactic 21cm

line emission. Therefore comparing the off-frequency system temperatures, Ty.,off, of the

Rosette data with the empirical Survey Ty. curve gave an indication of the correction

needed to compensate for the daily variations.

The Rosette mapping procedures assigned scan numbers each day to all the spectra

that filled in a particular map section. For a given day's observations, the difference

between Ty.,off for all spectra with the same scan number and the Survey T,., curve was

computed. A correction factor, k, was determined to minimize this difference such that

the average difference for a particular scan number was less than 0.1 K:

< Ty,,off - k x T.,. > _< 0.1 K. (1)

Observations toward continuum sources were excluded from the calculation. Most days

had observations with more than one scan number. The correction factors for all scan

numbers observed on the same day were averaged together. This average then became the

correction for that date.

Finally, the entire map was smoothed in angle by convolving the original data with

a circular, two-dimensional Gaussian with a FWHM of 4', the beamwidth of the flat feed.

The convolution was performed over ,,- 1.25 beamwidths (3a of the Gaussian), thus the
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smoothing does not seriously compromise the spatial resolution of the data. The overall

result is to reduce the noise of the individual spectra by a factor of 3 to - 0.15 K and to

remove artificial spatial variations that appear smaller than the beamwidth. ThIU smoothed

data set will be used in all further analyses.

2.1 Density Structure

A rough estimate of the ambient HI density at the outer boundary of the Rosette

Nebula can be made by using Ha emission to delineate the edge of the Str6mgren sphere:

n [W a(Te )]) [cmi(

where n is the total (neutral and ionized) H density, S. the number of ionizing photons, Te

the electron temperature, and Ra is the Str6mgren radius. The recombination coefficient,

a, is taken from Mathews & O'Dell (1969). Here we assume that ionization of HI is

precisely balanced by recombination at R,. Panagia (1973) gives the number of ionizing

photons (above the Lyman limit) for NGC 2244 as 1.44 x 1050 s-1. The (non-LTE) electron

temperature for the Rosette was determined by Celnik (1985) to be 5800±700 K.

The Str6mgren radius was inferred from Celnik's (1983) Ha survey of the Rosette

Nebula. He has calculated the mean flux density of Ha emission in rings of width 2',

centered upon the central minimum at (1,b) = (206?247,-2?106). The radius of the Ha

emission out to the noise limit of the data is approximately 68'. The resolution of the

data is 4!75, which is taken as the error in this measurement. For an assumed distance of

1600 pc, the edge of the Ha emission is 32 ± 2 pc from the center. If this is taken as Rs,

equation (2) gives an ambient H density of 10 ± 2 cm- 3 .

The radius of the nebula as it appears on the red Palomar Observatory Sky Survey

plate is - 38' (= 17.7 pc). If this is taken as the Str6mgren radius, then the corresponding

density is - 60 cm- 3 . Thus the H I density in the vicinity of the nebula is uncertain by

nearly an order of magnitude based on these crude estimates. However, since the medium

is not composed purely of hydrogen, other elements are likely to be ionized and will also

contribute to he.
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For a homogeneous and isothermal medium, the H I column density is given by:

N(H I) = 1.8 x 1013 T(v) TM _] d- (CM2] (3a)

where T(v) is the brightness temperature at LSR (local standard of rest) velocity v. For

optically thin emission, the above expression can be simplified:

N(H I) = 1.8 x 1018 J T(v)dv (cm-2 ] oc TgrAv. (3b)

Thus a simple map of velocity integrated H I intensity can be regarded as a column density

map provided that these assumptions hold.

Figure 1 shows the integrated intensity map for the smoothed H I data. The map

was integrated over velocities 3.1 to 24.2 kms- 1 , which correspond to the velocities of CO

emission associated with the RMC based on the Bell Labs CO Survey (Blitz and Stark

1986). Also these velocities fall within the velocity range that Raimond (1966) determined

for the HI gas in the area of the complex. His cloud C, which is coincident with the Rosette

Nebula, has a velocity range of 0 to 25 kms-.

The contours in the figure are expressed in K. km s-', but can also be considered

contours of column density using eq. (3b). There are several striking features in this figure.

The position of the optical nebula is evident in this map as a local minimum at (1, b) =

(206?2,-2?1). Below, and to the left of this position are regions of enhanced column

density. However, there is a 'valley', a long, narrow region of decreased H I column density

(or H I emission), that separates these two regions of higher column density. This valley

extends to the position of the optical nebula. To the upper right of the nebula, the H I

column density decreases. The left edge of the figure shows a rather smooth distribution

of H I emission, in contrast to the area that surrounds the nebula.

Assuming that the H I emission is optically thin, the average column density over

the mapped region is 2.7±0.2 x 1021 cm-2. The total HI mass (= MHN(HI) x surface

area) in the mapped region is approximately 1.5 ±0.1 x 10sMO. This is comparable to the

HI mass estimate made by Raimond (1966), where he calculated a mass of 2 x 10' M®IO over

an area of 16 square degrees. Using the volume density calculated above and the average

column density, N, we estimate the line of sight depth of the complex to be L - (N/n) =

87 pc for n = 10 cm- 3 . This depth is comparable to the diameter of the Ha emission, 64
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pc. If the second estimate of the volume density (60 cm- 3 ) is used, this implies a depth L

14 pc.

It is interesting to note that the absolute minimum of the H I emission in Figure I

does not occur near the center of the Rosette Nebula but rather toward the upper right

corner of the figure. The contours here show a relatively steep rise in the integrated H i

intensities suggesting that this area marks the periphery of the H I cloud associated with

the RMC. In Raimond's (1966) survey of the region, a portion of the half-peak column

density contour of his 'C' cloud coincides with this area of low column density. Thus the

'C' cloud contour may be regarded as the edge of the RMC's atomic component.

The maximum HI column density occurs south of the optical nebula at (1, b)

(205?931, -3?017) with a value of 3.4 x 1021 cm-2 . The mass of HI contained within

an area rough'y 20' in radius about this point is approximately 7000 Mo. Also, there

are two other features of high column density located just outside the nebula at (t, b) =

(206?865, -1?483) and (207?199,-1?683). Each of these is roughly circular with a radius

of 12'. The mass of Hi contained in these two regions is approximately 2500 and 2100

M•, respectively. These three density enhancements comprise 10% of the HI mass of the

mapped area.

An expanding shell surrounding the optical nebula has been detected in the H I data.

The three density enhancements roughly trace the outer boundary of the shell. The shell

is irregularly shaped and appears on the periphery of the H I cloud. Raimond discusses the

evidence in his data for a thin H I shell surrounding the nebula. He derived a radius of 1°

(25 pc) and a mass of 8.5 x 103 Mo for the shell. However, the resolution of his data was

too coarse (in space and velocity) to be certain of these parameters. The present data have

sufficient resolution to determine the velocity structure in the shell. These characteristics

are derived in the next section.

2.3. Velocity Structure in the Nebula

The presence of OB stars in NGC 2244 should affect the kinematics of the gas

in their immediate environment. The radiation pressure and the stellar winds from the

cluster members should accelerate the material surrounding them. In the ideal case of a
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uniform medium, a centrally located cluster will cause the gas to expand spherically and

create a shell of material (Castor et al. 1977). Thus expansion of the gas should be evident

in the HI map. As the nebula expands, the H I gas and dust would be swept up by the

shell resulting in a decrease of the H I density towards the center of the nebula. If the H I

shell is optically thin, isothermal, and of uniform density, then changes in the brightness

temperature, Tb, will trace the pathlength through the shell traversed by the line of sight:

Tb(v) = T9(l - e-(v)) = Tjr(v), (4)

where Tr is the optical depth at velocity v and T, is the H I spin temperature. Thus as the

line of sight crosses longer path lengths through the shell, the optical depth increases and,

as a result, Tb increases.

This expansion would be apparent in a longitude-velocity diagram of the data

observed toward the center of the expansion. The shell expands in three dimensions, but

an (f, v) diagram shows only the line of sight component. A line of sight that passes

through the expansion center will show the systemic velocity, V9, of the complex along

with the full component of the expansion velocity, i.e. V,± Vexp. As the line of sight

moves away from the expansion center, the projected component of Ve9 p along the line of

sight decreases. At the edge of the shell, the expansion is tangent to the the line of sight

and the only velocity component observed is V9. (The position at which this occurs can

be used to define the radius of the shell.) The result is an expanding shell that shows up

in velocity space as a circular feature centered at the velocity of the nebula. Below we

illustrate this by modelling the emission that is expected from a spherically expanding,

uniform shell.

The model shell is taken to be at a uniform temperature and density and is

expanding spherically at a constant velocity. Positions along the line of sight are divided

into a total of N cells. The gas is confined to the cells within a radius It ± AR/2 of the

expansion center, where AR is the shell thickness. This gas is assumed to have an internal

velocity dispersion which is incorporated in the optical depth profile. For simplicity, the

optical depth profile is taken to be Gaussian, with the optical depth at velocity v of the

ith emission component being:

rj(v) = roexp ( VVi)2), (5)

298



where av is the velocity dispersion, vi is the velocity of line center, and ro is the optical

depth at line center (assumed to be constant for a uniform shell). A consequence of this

line shape is that the optical depth profiles for different cells at different velocities, vi, will

overlap in velocity space. Thus the observed brightness temperature at a particular LSR

velocity will be the sum of all the emission at that velocity:

N U -1
Tb,n(v) = 1: Tb,i(v) + TOr, (v)exp (- 1 ri(v)). (6)

ion im-I

Here, the emission from the nth cell at a velocity v is the sum of the emission at the same

velocity for the other N-1 cells along the line of sight. Also the emission from the nth

cell is attenuated by the material in the n-1 foreground cells. An (f, v) diagram of an

expanding shell was computed using the above model and the parameters listed in Table

2. Figure 2 shows an (t, v) diagram for this model taken through the expansion center.

The figure includes only emission from the shell, no quiescent cloud emission is included

in this model.

The parameters listed in Table 2 were chosen to reproduce the gross properties of

the HI shell in the Rosette Nebula (e.g. the size, velocity, and column de isity [- ZT'Tov]

of the shell). The average density (- N(H I)/&R) of the shell using these parameters is

10 cm- 3 , which was set from the Str~mgren sphere calculation in §2.2. The key feature in

Figure 2 is the limb brightening that occurs at the edges of the shell where the path length

through the shell and thus the optical depth is a maximum. The H I optical depth peaks

at 0.17, given the model parameters. Also, the contours at the edges of the shell show a

steep rise in Tb with longitude, whereas the other portions of the shell do not.

Observing limb brightening is a necessary condition for identifying an optically thin,

expanding shell in the H i (1, v) diagrams. Moreover, the neutral gas density is expected

to decrease toward the center of the shell. This is due not only to the expansion of the

material inside the shell but also to the degree of ionization as well. If the gas interior to

the shell is isothermal, then this will show up as a decrease in Tb. It should be emphasized

here that all of these conclusions are based on an ideal case. The contour levels in Figure 2

were chosen to enhance the effects of limb brightening. The clumpy nature of the RMC will

necessitate modifying some of these assumptions. However, the gross properties described

above should be observable in the H I data.
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Figure 3 shows an (t, v) diagram derived from the observed H I data at b = -2?02.

Apparent in this figure is an oval shaped structure centered at (e,v) = (206?27,16.Okms- 1 ).

The limb brightening predicted by the model is apparent in this figure and several other

similar images. This is emphasized in Figure 4 which shows the model superimposed

over the HI data. This leads us to identify this structure as an expanding shell. From

examining (t, v) diagrams at other latitudes, the shell extends - ±4.5km s- in velocity.

The maximum angular size of the shell from the expansion center to its interior edge

is 0?64. The thickness of the shell is somewhat more difficult to determine because of

both the clumpy nature of the RMC and the departure from spherical symmetry. From

examining velocity-integrated maps such as Figures 1 and 5, the shell thickness ranges

from approximately 8' to 20'. The expansion center was determined to be (t, b, v) =

(206:266,-2?083,16.0kms- 1 ). This position is very close to (within 1V8, or 0.8 pc) the

Ha .jinimum. Since this is closer than one H I pixel, the positions are essentially coincident.

The fact that these two centers are coincident in position is taken as a further indication

that the structure seen in the H I data is a result of the expansion of the nebula. Also, the

expansion center is 3!3 (1.5 pc) from the cluster center (defined using the OB stars listed

in Cox et a1. 1990).

Figure 3 also shows that a segment of the shell is almost absent at higher velocities

(206?2 < e < 206?4, V Z 20 kms-'1 ). If HI emission at these velocities is from the far edge

of the shell, then the shell may have expanded beyond the periphery of the H I cloud and
'punched' a hole through the back of the cloud. If the expansion of the shell has carried

gas beyond the cloud boundary, then the radius of the shell can be used to determine the

depth of the H I cloud. The distance from the expansion center to the back edge of the

cloud can be taken to be somewhat less than the radius of the shell. A shell radius of 0?64

corresponds to a linear size of 17.9 pc. Twice the radius is consistent with the depth of the

cloud derived in §2.2 if the mean density is 25 cm- 3 . The size is dependent on the shell

being roughly spherical.

An age for the shell can be estimated if the expansion velocity is assumed to be

constant over the life of the shell. For V... = 4.5 km s-, the dynamical age of the shell

is < 4.0 Myr. Ogura & Ishida (1981) estimate an age of 3 to 5 Myr for NGC 2244 from

fitting isochrones to the ZAMS turn-off point of the brightest stars. Thus the expansion

age is consistent with that of the central cluster. The LSR velocity of the expansion center
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(16.0 * 0.5 kms- 1 ) is essentially that of the 16.7-1.3 kms-1 H122a recombination line

velocity of the Hi1 region (Celnik 1985). Since the neutral and ionized gas share the same

LSR velocity, this gives further support to the contention that this feature is an expanding

shell.

The (t, v) diagram also shows two local minima in the shell structure rather than a

single minimum as one might expect. Also the shape of the expanding shell is far from being

spherical. This is evident in Figure 1, and especially Figure 5, which is the intensity map

integrated over the expansion velocities (11.3 to 20.6 kms-1) derived from the expanding

shell model. The features in the maps are indications of the density inhomogeneities

of the medium. Apparent, too, in Figure 5 are the two areas of low column density,

located at (206.465,-2?083) and (206?065,-2.283). The relative minima in brightness

temperature occur at velocities 16.5 and 15.5 km s-1, respectively. Thus Figures 1 and 5

show two possible expansion centers within a larger H I shell. Since the OB stars associated

with NGC 2244 are spread over an area a few arcminutes across, one would not expect

a single expansion center. Of the OB stars listed by Cox et al. (1990) only HD46223

[(a, 6)1950 = (6 h2 9 m, +4*51'); (t, b) = (206?465,-2?045)] is near the center of one of

the minima. The other OB stars are located between the minima. Without knowing the

radial velocity of HD46223 it is not certain that the star is physically associated with the

minimum.

3. Summary and Conclusions

A study of the atomic gas distribution in the direction of the Rosette complex has

achieved two major results:

(1) a new, high resolution H I map showing the distribution of atomic gas in the Rosette

Molecular Complex and

(2) the measurement of the expansion of the nebula into the surrounding medium.

The total HI mass mapped in an 8.4 square degree area is 1.5±0.1 x 105 M 0M, for optically

thin emission.

Can the central star cluster provide sufficient mechanical energy to power the

observed expansion? Stars with spectral types earlier than B2 are known to have strong
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stellar winds (Castor et au., 1975) which are expected to impart momentum to the medium.

Cox et al. (1990) list four 0 stars and nine other stars earlier than B2 as NGC 2244 cluster

members. These spectral types are all expected to have significant winds throughout

their lifetimes. The energy from Lyman continuum photons also can be transferred to

the surrounding medium in the form of mechanical energy. Below we present order of

magnitude calculations for the kinetic energy and momentum contained in the shell and

compare these to the energy and momentum input expected from the NGC 2244 cluster

stars.

To determine the magnitude of energy needed to accelerate the shell we need to

estimate the total (atomic and molecular) mass of the shell. The molecular material

surrounding the central cluster is clearly defined in CO maps such as that in Blitz &

Thaddeus 1980. From the Bell Labs CO Survey of the area (Blitz & Stark 1986, Blitz

1991), we estimated the H2 mass of the shell to be 5700 Mo (see also Kuchar et al. 1993).

The same boundaries defined by the CO emission were used to determine the H I mass of

the shell. This amounts to 6600 Mo, with the total mass in the shell being approximately

1.23 x 104 Mo. The H I mass is probably underestimated since the H I shell may extend

beyond the boundaries defined by the CO emission. From examining velocity-integrated

CO maps of the region, the H2 column density is approximately 20 to 30 % of the H I

column density. Using the upper limit of 30% implies that the total H mass of the shell

could be as much as 1.9 x 10i Mo. For the purpose of an order of magnitude calculation

this mass will be used to determine the maximum momentum and energy required by the

expansion.

The kinetic energy of the expansion is approximately 3.8 x 1048 ergs, where M is

the total mass of the shell listed with an expansion velocity of 4.5 km s-. Castor et al.

(1975) estimate that the total mechanical energy available from stellar winds of 0 stars is

of order 1050 ergs over the lifetime of the star. Since NGC 2244 contains four 0 stars, it

can provide sufficient mechanical energy to power the expansion. We estimated the age of

the cluster at approximately 4 Myr from dynamical considerations. However, others have

estimated the cluster's age as young as 10i yrs (Raimond 1966). This would suggest that

at most only 4% of the mechanical energy available from NGC 2244 went into accelerating

the molecular gas.

Momentum transfer is the mechanism which imparts mechanical energy to an
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expansion such as this. For a steady wind of velocity Vw and a stellar mass loss of 1M

the rate of momentum injection into the surrounding medium is

MVW = Mov 8/t., (7)

where Ms, V9, and ts are, respectively, the mass, velocity, and dynamical timescale of

the expanding shell. We estimated the dynamical timescale as 4 x 106 yrs. Thus the

momentum transfer required for the shell is 2 x 10-2 Me yr-1 kms-1 . Weaver et al.
(1977) estimated the momentum transfer from a typical 0 star as 2 x 10-3 Me yr-'

kms-1 (for Mr - 10-" O yr-1 and Vw = 2000kms-'). From this calculation, 10 0 stars

would be needed to supply the necessary momentum. Although NGC 2244 has four 0
stars and several B stars, it is unlikely that the winds could supply all of the required

momentum.

Since radiation from the Lyman continuum can also impart energy to the gas, we
also need to estimate the magnitude of the energy available to accelerate the shell. For

ionization limited HII regions, Lasker (1967) calculated the efficiency, e, for transferring

continuum energy to kinetic energy. Although he calculates e for stars as early as 05,
NGC 2244 contains an 04 star. The efficiencies tend to decrease for earlier spectral types,

therefore an order of magnitude estimate would place e between 0.01 and 0.001. All of the

0 and B stars can provide 1.23 x 10' LO beyond the Lyman continuum (Panagia 1973).

If the age of the cluster is of order 1 Myr, the total energy available from the Lyman

continuum over this period is 1.5 x 10i5 ergs. Thus the radiation from the cluster can also

provide more than sufficient energy to power the expansion.

The central cluster can provide sufficient energy to power the flow through a
combination of stellar winds and radiation. The important consideration here is the

efficiency of each pro-!s. Stellar winds and radiation contribute to some degree to the

expansion process, since both are present in the complex. It is apparent from the order of

magnitude calculations above that a very small percentage of the energy budget is needed

to power the observed expansion of the nebula.
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TABLE 1

OBSERVATIONAL PARAMETERS

Parameter Value

I-Coverage
m.l.mum 204?866
maximum 208?799

b-Coverage
maximum -1f016
minimum -3 150

HPBW 4!0
Sampling 4!0
AV 0.52 kms-' channel'
ATrM, 0.4 K
Number of Spectra 1980

TABLE 2

MODEL SHELL PARAMETERS

Parameter Value

Rte 48'
AR 4'
V, 16kms-I
Vp 5 1km s-
Ts 100 K
ro 0.05
o'v 2kms- 1
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ABSTRACT

A catalog of kinematic distances for 70 Galactic H Ii regions is presented. Hi absorption

spectra were obtained toward 57 first quadrant (300 < t < 60", I b 1,< 0:5) HiI regions.

Four of the sources have two recombination lines listed at their positions and thus the

distances could not be fully determined. Only one spectrum had insufficient signal-to-noise

to reliably detect H I absorption. Kinematic distances were determined for 51 H II regions.

Combined with our previous study, the kinematic distances were determined for a total of

70 HII regions, 45 of which for the first time. The distribution of the H II regions peaks

at a galactocentric distance of R = 6 kpc. Many of these sources are thus associated with

star forming regions in the molecular ring.

Subject Headings:

Nebulae: H II Regions - Interstellar: matter - Radio Sources: 21 cm radiation
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1. Introduction

As part of the Boston University - Arecibo Galactic HI Survey (Bania & Kuchar

1993), neutral hydrogen emission-absorption experiments were conducted toward a sample

of 19 first quadrant H II regions confined to the Galactic plane (Kuchar & Bania 1990

hereafter referred to as Paper I). Paper I provided information about the spin temperature,

optical depth, and column density of the absorbing gas along the line of sight to these H II

regions. The absorption data also were used to set the kinematic distances to this sample.

The present paper extends this previous work by establishing the kinematic

distances to 51 additional H II regions. The BU-Arecibo Survey was used as the database

for the absorption study and was supplemented by pointed observations of the H II regions.

The techniques used to detect reliable H I absorption are discussed in §2. These techniques

were adapted from Paper I and Payne et al. (1980) and are only briefly discussed here.

In §3 we present the observations for the absorption studies. The practical application of

absorption studies to Galactic H II regions is reviewed in §4. Finally, the methods used to

determine kinematic distances using H I absorption data are discussed in §5. The distances

to all the H II regions observed for the BU-Arecibo Survey are also presented in this section.

2. Detecting H I Absorption

In these types of observations, cool HI is detected as the difference between a

spectrum measured toward a source of continuum radiation, T.•, and the emission expected

TT7f, in that direction in the absence of a continuum source. Typically, To5 is an average

of several spectra observed at positions nearby the continuum source. These positions are

separated from the continuum source by the half power beamwidth (HPBW) of the antenna

pattern. This separation is chosen in order to minimize the effect that the continuum source

has when determining Tojr, while still sampling emission from nearly the same line of sight.

Measuring both emission and absorption spectra toward a source of continuum

radiation can reveal the physical properties of the absorbing gas. This was accomplished

in Paper I. However, calibration problems in the intensity scale (see §3) required that the

315



analysis here be modified. As a result, the properties of the absorbing gas could not be

reliably determined.

For frequency-switched spectra with baselines removed, the observables (Toft and

T..) are related to the optical depth, T, of the absorbing gas and the continuum

temperature, T,, of the background source by:

AT = (To - T..) -- Tc(1 - e-r).(1)

This equation assumes that the H I emission is from a thin slab of uniform properties (e.g.

density and temperature). Also, these quantities are all implied functions of LSR (local

standard of rest) velocity v.

The accuracy in detecting 21cm absorption is limited by the actual fluctuations

of the HI brightness across the region of interest, since these fluctuations will produce

uncertainty in the expected emission profile. Following the notation of Paper I and

modifying the discussion for the present investigation, the RMS differences of the off-source

spectra are defined as:

TaT(v) N { [ ) , (V)] 2 (2a)
t=1

where N is the number of off-source spectra and the i subscripts denote the nearest neighbor

off-source spectrum. Thus equation (2a) measures emission fluctuations over beam-sized

angular scales. For a positive detection, it is required that AT > OAT.

Because receiver noise can also behave like emission fluctuations, a lower limit is

placed on ff&T at all velocities other than its value derived from equation (2a). Noise

levels in the baselines of the spectra are used as estimates of these fluctuations. Any

value of Oa•T derived from equation (2a) which is smaller than these baseline fluctuations

cannot be considered a reliable estimate of the RMS fluctuations. Therefore a lower limit

to OaT is based on measurements of the mean and standard deviation of both OAT and

AT, evaluated in the al:0a&iellnes. Modifying the Paper I discussion here, we require that the

lower limit of OaT be the larger of either (i) the sum of the mean value of OAT and twice

its standard deviation evaluated in the baselines or (ii) five times the standard deviation

of the AT, also evaluated in the baselines. The resulting reliability limit a'AT at each

velocity channel is defined to be:

atAT(v) = max[aT(v), < AT > +2 a(OaT), 5a(AT)]. (2b)
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This reliability limit is then a measure of fluctuations due to both spatial variations in H I

emission and receiver noise.

3. Observations

The H 1 regions for this investigation were chosen from the Lockman (1989)

recombination line survey. The sample was limited to 76 HiI regions contained within
the boundaries of the BU-Arecibo Survey (Bania & Kuchar 1993, hereafter referred to as

the Survey): 300 < e < 600 and I b 1, 0?5. Pointed, high signal-to-noise spectra for 53

sources were obtained in 1990 July (Epoch 8 of the Survey) at the Arecibo Observatory1 .

'Arecibo Observatory is part of the National Astronomy and Ionosphere Center (NAIC)

which is operated by Cornell University under contract with the National Science

Foundation.

These pointed observations are used as the on-source spectra. The (1, b, v) of H II regions
observed within the Survey perimeter (including the 19 of Paper I) are given in Table 1.

The other entries in the table will be discussed below. All spectra were observed with the
21cm 'flat' feed (HPBW = 4') in frequency-switched mode with the reference frequency

shifted 2.5 MHz from the H I line. The observations used the 1024 channel autocorrelator
which provided a velocity resolution of 0.52 km s-1 per channel. However, these spectra

could not be calibrated absolutely (see discussion below) and therefore were only useful

for the determination of kinematic distances.

The Survey itself was used as the database for the off-source spectra. The first

quadrant was sampled at 2' for e ! 390 and at 4' above that. Therefore the Survey can

provide a sufficient number of off-source spectra for all of the 53 pointed observations.

The Survey spectra have the same velocity resolution as do the pointed observations and

individual spectra have typical RMS sensitivities of 0.5 K (in brightness temperature units).

The criteria for choosing the off-source spectra are outlined in §4. Thus the number of
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Survey spectra contributing to Tff ranged from a maximum of eight to as few as three. This

produced RMS noise fluctuations (ATrm.) in Tot ranging from 0.30 to 0.17 K. Integration

times for the pointed spectra ranged from five to 10 minutes providing ATr,. from 0.20

to 0.15 K (after being rescaled, as discussed below).

For the 1990 July observations, the local oscillator (LO) was randomly out of

frequency lock because of an intermittent chip that controlled the frequency in the LO

synthesizer. Such a problem could affect (i) the system temperature calculation, thus

corrupting the intensity scale, and (it) the frequency scale, hence corrupting the velocity

scale.

The first problem caused the system temperature to vary dramatically (AT.,,

a few x 100 K). This resulted in large antenna temperatures that were as often negative

as positive. To circumvent this problem, 10 one-minute spectra were taken toward each

source. Spectra that were obviously affected by the LO fluctuations or had inconsistent

system temperatures were discarded. (Inconsistent here refers to observations that did

not follow the typical changes of T2y. with zenith angle.) The remaining spectra for an

individual source had a linear baseline removed, were gain corrected, and then averaged

together.

To determine if the LO problem caused any subtle variations in the calibration,

the averaged spectra were compared to the Survey spectra corresponding to the position

nearest the H I1 region. The velocity integrated intensities and system temperatures for

the pointed and Survey data were compared. The system temperatures were corrected for

variations in zenith angle by subtracting the Survey empirical system temperature curve

from the observed system temperatures of both data sets. The result is an estimate of the

continuum temperature, Tc. Since the survey data in general are not positioned directly

toward the H I1 regions, their continuum temperatures are expected to be lower than those

of the pointed observations. Also the velocity integrated intensity is expected to be larger

for the Survey data, since they do not experience the same degree of absorption as the

pointed data.

These comparisons showed that the pointed data had consistently lower continuum

temperatures, by 20%, than the Survey data. However the integrated intensities for the

pointed spectra were on average 2% larger than the Survey data. This is the opposite of

what was expected. This same comparison was made between the Paper I observations
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and the Survey data, since these data did not experience these LO fluctuations. The Paper

I data comparisons were consistent with the expectations: the pointed observations had

larger T, and the integrated intensities were smaller by - 5%.

Systematic comparisons were made between the pointed and Survey data to

determine if the pointed data could be re-calibrated. The system temperatures and

integrated intensities for both data sets were compared. These comparisons were made by
taking into account the angular distance between the poiated spectra and the corresponding

Survey spectra, since the farther a spectrum is observed from the source of continuum

radiation the lower the value of TZ. However, no systematic trend was discovered in the

data. It was concluded that any LO fluctuations that affected the pointed data were purely

random. As a result, only a simple correction was made. The antenna temperatures of
the pointed data were scaled to the ratio of velocity integrated intensities of the pointed

data and the corresponding Survey data. This assured that the pointed data had at least
the same column density (for optically thin emission) as the Survey data.

The accuracy of the velocity scale was checked by also comparing the pointed data

with the nearest Survey observation. The two spectra were plotted together to see if there

were any obvious velocity shifts. No such shifts were obvious to the eye.

A more quantitative analysis was done by taking the difference of these two spectra,

averaging it over all velocity channels, and comparing how the mean and its RMIS scatter

vary when the velocity channels are shifted. The velocity scale of the pointed data was

shifted by several velocity channels first and then subtracted from the Survey data. The

average of this difference spectrum over all velocity channels is comparable to the difference

of the velocity integrated intensities of both spectra and as such does not vary with the

velocity channel shifts. The RMS of the mean, however, indicates how well the shapes,

channel for channel, of the two spectra match.

The Paper I pointed data were compared to the Survey data as a check of this

procedure. In each case, the RMS scatter was at a minimum for no velocity shift and

increased when the pointed data were shifted to positive and negative velocities. This
same comparison was made with the 1990 July data. With exception of four spectra, all

of these data required no velocity shift. One spectrum, G59.8+0.2, showed a minimum

in the RMS scatter over two velocity channels, corresponding to a zero and one channel

shift. The four remaining spectra, G39.2-0.1, G41.2+0.4, G48.6+0.2, and G49.4-0.3,
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showed minlma in the RMS for a shift of just one velocity channel. These five spectra have
velocity scales accurate to within in one velocity channel, whereas the majority appear to

have been uncorrupted by the LO problem.

Without a more accurate method to calibrate the pointed observations, the

derivation of the physical parameters of the absorbing gas were considered unreliable.

However, the data are still useful inasmuch that they can be used to resolve the distance

ambiguity for those H I1 regions (see §5), since frequency scale (and hence the absorption

velocities) is accurate.

4. Analysis

There are several practical considerations in applying these techniques to Galactic

H II regions. The foremost of these are: (i) the continuum emission is extended for H i

regions rather than point-like; (ii) 21cm emission can emanate from behind the continuum

source at Galactic LSR velocities which contribute to emission fluctuations; and (iii) the

line of sight pathlengths traverse the Galactic plane and thus several H I clouds. Each of

these must be taken into account not only when applying the experimental technique but

also when interpreting the results.

A cursory examination of Galactic H 11 regions on a continuum map (e.g. Altenhoff

et al. 1979, Reich et al. 1990) will reveal that many of the H II regions are extended sources

which may be located in confused areas (i.e. nearby other continuum sources). The Survey

mapping procedures take spectra at regularly spaced intervals without regard to the size

of the continuum source. Therefore the spectra that are used to calculate Tff may overlap

the continuum source and thus show some absorption. Since Tfr is intended to represent

the emission in the absence of a continuum source, care needs to be applied when choosing

the spectra for Toff. For the H 11 regions that appear larger than the beamwidth of the

telescope (4%), it is necessary to eliminate those spectra from T01 . Also, if the off-source

spectra are observed nearby other strong continuum sources, then these too may have to be

excluded. All of these spectra may show absorption against the continuum and can mimic

emission fluctuations. This affects the value of a'&T(V) and the reliability of detected

absorption.
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Since these observations were made in the Galactic plane, there is necessarily 21 cm

emission behind the source, some of which may be at the same LSR velocity as the H I1

region. This is not a problem if the continuum source is at or beyond the tangent point

distance (see discussion in §5) or in the outer Galaxy. If this is not the case, background

emission can complicate the interpretation of H I absorption in two ways. If the foreground

H I clouds are cooler than those producing the background emission, then they can be seen

in absorption against this emission (self-absorption) as well as against the H I1 region

continuum. Thus some of the self-absorption features could be wrongly attributed to

continuum absorption.

Secondly, background emission can contribute to the overall emission measured by

Toe. Since the foreground clouds are the only clouds attenuating the continuum source,

it is only their emission that is of interest. The H II regions in this sample are confined

to - 0.5 of the plane in the first quadrant. Thus, the lines of sight practically cross the

entire Galactic disk within the solar circle and, as a result, cross several H I clouds. If

the background clouds are at the same Galactic velocities as the foreground clouds, then

the background emission will contribute to an overestimate of Toff. Also, since Toff is an

average of several spectra observed around the continuum source, some lines of sight will

cross some clouds whereas other lines of sight will not. This tends to increase the measured

emission, Toff, as well as the fluctuations, a'AT. These fluctuations are typically about 5 K

(Payne et al. 1982). The increased background fluctuations produced by these effects will

complicate the analysis of 21cm absorption. Some artificial features might be produced

while some real absorption might be masked. The criteria for detecting absorption was

set to minimize the number of artificial detections. A consequence of this may be to miss

some real absorbing clouds. In these cases the kinematic distance estimates to these H II

regions may be unreliable.

5. Discussion: Kinematic Distances

Table 1 lists the 76 H II regions (57 pointed + 19 of Paper I), their Galactic

coordinates and recombination line velocities from Lockman (1989, columns 2-4), HI

absorption velocity associated with the H if region (column 5), the kinematic distances
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based on the absorption data (column 6), and the resolution of the distance ambiguity

(Near, Far, or Tangent point distances, column 7). The distances are based on the

Clemens (1985) rotation curve. The kinematic distances of some of the Hi1 regions were

indeterminate based solely on H I absorption data. These sources are denoted by I in

column (7) and are discussed below. Some of the H u regions are within the boundaries

of the Westerhout (1958) catalog. These are denoted as such in column (8). This column

also indicates if the distance ambiguity of the H II region had been previously resolved.

These determinations were taken from a compilation by Wilson (1980), which contains a

comprehensive list of first quadrant H II regions. There are some discrepancies between

Wilson's list and the distances in column (6). These will be discussed below.

The two-fold distance ambiguity for H 1 regions can be resolved if HI is seen in

absorption against the broad band thermal continuum of the H II region. The distance is

then determined by observing the maximum velocity of the absorbing gas. If the H II region

is at the near distance, then any H I gas beyond the H II region, some of which is likely to

be at higher radial velocities, cannot absorb against the thermal continuum. Therefore an

H I absorption spectrum will show absorption only up to the velocity of the H II region. If

the H It region is located at or beyond the tangent point distance, then it is possible to see

HI absorption beyond the velocity of the H Ix region and up to the tangent point velocity.

Figures 1, 2, and 3 show examples of H II regions identified at the tangent point and

near and far kinematic distances, respectively. In each figure, T0 3, T.fr, AT and ±O:AT

are shown. Both the tangent point and recombination line velocities are flagged in each

figure. For each case, note the relative positions of these two velocities and the maximum

velocity at which H I absorption is reliably detected. These relative velocities are the basis

for kinematic distances determination.

Two assumptions are implicit in this method of distance determination: (i) the H I

is not seen in self-absorption and (i) there are no streaming motions associated with the

rotation curve. For some of the sources placed at the far kinematic distance, the cool,

foreground HI could be absorbing warmer background H I emission. In these cases, it

is possible that the absorption seen beyond the H II region velocity may actually be H I

self-absorption and not continuum absorption. The distance ambiguity thus remains.

The kinematic distances listed in Table 1 are again based up the Clemens (1985)

rotation curve. (Paper I distances were based on the Burton & Gordon 1978 curve.) If
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streaming and other non-circular motions are taken into account when determining the

Galactic rotation curve, then the line of sight can cross several H I clouds that have the

same radial velocity as the HII region (see e.g. Anantharamaiah et al. 1984). This

complicates the procedure for determining distances using HI absorption (or any other

absorbing tracer), since there are several distances along the line of sight that might

be associated with these clouds and hence the H I1 region. However if the H I gas is

not self-absorbed and circular rotation is assumed, then the kinematic distances are, on

average, accurate to - 20%.

In the analysis of the H I absorption features, we assume that neutral hydrogen is

physically associated with the H II region, since dense H I clouds are often associated with

HII regions (Greisen and Lockman 1978). The neutral hydrogen located just beyond the

ionization front of the H II can absorb against the thermal continuum of the H II region.

We expect to see H I absorption at or near the velocity of the H II region recombination

line. There will likely be some velocity difference between the ionized and neutral gas due

to the relative velocity of the ionization front with respect to the ambient gas. Therefore

when considering H I absorption velocities associated with the H II region, we focus on a

velocity range (,- 10 kms-1) about the radio recombination line velocity.

Of the 76 HII regions in Table 1, 70 (92%) have detectable HI absorption within

. m 10 km s- of the HII region velocity. One source had no reliably detected absorption

at all and the remainder had no reliably detected Hi aborption within - 20 km s-.

The HI absorption velocities (column 5 of Table 1) are compared to the recombination

line velocities in Figure 4, in which a histogram of the velocity differences is shown.

The histogram peaks at 0.6kms-1. For a random orientation of H I1 region streaming

velocities with respect to the HI cloud, the distribution would be expected to peak at

0 km, :-'. However the peak is just slightly more than one velocity channel (0.52 km s-1)

away from zero velocity. Thus the difference is not too significant. Also, the dispersion of

the histogram is 4.2 km s-. This value is close to the one dimensional velocity dispersion

of 5km s-I which is often quoted for H I clouds (Crovisier 1978).

Five of the H II regions listed in Table 1 have no associated H I absorption within

±20 km s- of the recombination line velocity. A typical example is illustrated in Figure 5.

Since absorption was detected beyond this limit, it was still possible to assign kinematic

distances to these H II regions. In these cases, it is possible that the HI associated with
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these H i1 regions is behind the continuum source. Thus there would be no appreciable H I

in front of the H II region nor H I absorption at or near the recombination line velocity.

Each of these H II regions show a significantly detected 'negative' absorption feature, i.e.

AT < 0, at or near the recombination line velocity. Since this emission appears only in

the on-source spectrum, it may well be the signature of H I lying behind the H II region.

Only one H II region, G34.9-0.0, did not show any absorption above the reliability

limit. The uncertainty in the absorption was a result of the H II region being located near

a strong continuum source. The Survey spectra which contributed to the calculation of

Tof showed large emission fluctuations, which in turn contributed to a large U'aT. Thus

the kinematic distance to G34.9-0.0 remained indeterminate.

Several of the H 1I regions have rccombination line velocities which exceeded the

tangent point velocity for that longitude. The H I absorption features associated with these

H II regions also have velocities which exceeded the tangent point velocity. The distances

to these H II regions is very uncertain, since the non-circular motions may preclude them

from having identifiable kinematic distances. By default, they were assigned to the tangent

point distance. Although a few of these H II regions are at lower longitudes, most are in

the 490 to 500 longitude range. The positions and velocities (VZ 60 km s-1) of these H II

regions place them within the W51 complex. This is noted in column 8 of Table 1. Since

these H II regions are within the same complex, they probably share the same distance as

W51 even though they may not be physically at the tangent point distance.

Four of the HII regions in Table 1 (G30.5+0.0, G30.9+0.1, G31.1+0.1, and

G30.2-0.1b) have two recombination lines observed at each of their positions. In each case,

one of the recombination lines is at a low LSR velocity (V< 50 km s-1) while the second

is at V = 100 kms-'. The tangent point velocities for these longitudes are approximately

100 km s- , too. Thus the H II regions at the higher velocity which show H I absorption at

100 kms-1 (G30.9+0.1, G31.1+0.1, and G30.2-0.1b) were assigned to the tangent point

distance. The kinematic distances for the lower velocity H II regions depend on whether

these H II regions are responsible for absorption beyond their respective recombination line

velocities. In all of the above cases, absorption is seen for V > 50 km s-. However, it

is unknown if this absorption is due solely to the H I region at the higher velocity or to

both sources. The special circumstances here make the distances to the H II regions at the

lower velocities indeterminate, since they can be at the near or far kinematic distances.

324



One of the distance discrepancies between Wilson's (1980) list and Table 1 involves

the source G30.5+0.0. This position shows absorption at 92kms-1, which we associate

with the higher velocity H II region. However, there is absorption beyond this velocity at

106 km s- , which is just beyond the tangent point velocity. This complicates the situation,

since the absorption beyond 92 km s - indicates that one or both rif the H II regions may

be at the far kinematic distance. The distances for both entries at this position in Table

1 are thus listed as indeterminate. Wilson's list of H II regions is compiled in part from

the Downes et al. (1980) H11a survey. Downes et al. list only one recombination line

velocity for this position, the lower velocity (V = 50.0 km s-1 ). As a result, Downes et al.

have assigned the far kinematic distance to the H II region based on H2CO absorption data.

Given the above circumstances, the H I absorption data cannot support the far kinematic

distance.

There are three other H ii regions in Table 1 which have distances inconsistent with

Wilson's list. These are G35.6-0.0, G49.4-0.3, and G49.4-0.2. The latter two sources are

within the boundaries of the W51 complex. The H I absorption spectra for both H II regions

clearly show absorption beyond the recombination line velocity, hence indicating the far

kinematic distance. Of the eight sources in Table 1 that fall within the W51 boundary,

these are the only two at the far kinematic distance. The remainder were placed at the

tangent point. As was noted above, all eight of these H II regions may be at a common

distance if they are physically associated with each other. Most of the W51 sources have

velocities that depart from pure circular rotation and therefore were placed at the tangent

point distance. However, G49.4-0.3 and G49.4-0.2 have velocities that are allowable for

a purely circular rotation curve and thus were placed at the far kinematic distance. The

entire complex may be at the far or tangent point distance, a difference in distance of -2

kpc. Whether all of these H II regions are indeed at a common distance cannot be resolved

here, since the distances listed in Table 1 are based only on H I absorption data and thus

determined independently. Therefore sources which may be in the same complex may not

have the same kinematic distance as listed in the table.

The final discrepancy involves G35.6-0.0, which Wilson lists at the near distance.

The H I absorption data shows several features at velocities beyond the recombination line.

These features extend up to the tangent point velocity, thereby placing this H II region at

the far kinematic distance. Downes et al. determined that this H II region was at the
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near kinematic distance, since no H2 CO absorption was detected beyond V = 53kms-1.

However, the HI data contradicts this result, since absorption is clearly seen beyond the

recombination line velocity.

Some of these contradictions with the Downes et al. distances can be understood

if the clumpy nature of H2 CO is taken into consideration. Formaldehyde is collisionally

excited into emission when densities in molecular clouds exceed 10' cm-'. If such densities

do not exist along the entire line of sight, then distances based on H2CO data can be

misleading. The ubiquitous nature of HI allows the detection of absorption along the

entire line of sight. Thus distances based on H I absorption data can be considered more

reliable.

6. Summary

The positions of the H II regions relative to the Galactic center are shown in Figure

6. Here, a face-on view of the Galaxy is presented with fiducial symbols to mark the

positions of the Sun, Galactic center, and Galactic longitudes. The distance of the Sun

from the Galactic center is taken as 8.5 kpc. Although H Ii regions are expected to trace

spiral structure, this is not quite apparent in the figure. The limited longitude coverage of

the Survey may preclude the mapping of a complete spiral arm and so only arm segments

may be visible. However, the distribution does seem to peak in a ring centered at a

galactocentric radius of 6 kpc. This structure appears to mark the outer boundary of the

molecular ring.

If the absorption observed here is solely due to cold gas attenuating the thermal

continuum, these data can provide kinematic distance estimates for the H II regions. We

established kinematic distances to 19 H II regions in Paper I and extended this list for

51 additional H II regions. Although a few of the distances to these H II regions remain

ambiguous, kinematic distances were determined for a total of 70 H II regions, 45 of which

were determined for the first time.
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TABLE 1

KINEMATIC DISTANCES OF Hu REGIONS

Source I b VH jj V~be d Noteb

(deg) (deg) (kms-1 ) (kms- 1 ) (kpc)
(1) (2) (3) (4) (5) (6) (7) (8)

1 G30.5+0.0 30.539 0.024 46.1 49.5 - I F
2 95.2 91.2 - I W43
3 G30.6-0.1 30.602 -0.106 102.5 104.6 7.3 T T,W43
4 G30.8-0.0 30.776 -0.029 91.6 94.3 5.7 N N,W43
5 G30.8-0.2 30.832 -0.186 100.9 96.9 7.3 T W43
6 G30.9+0.1 30.854 0.134 38.1 37.6 - I
7 100.0 102.5 7.3 T W43
8 G31.0+0.1 30.950 0.078 102.0 95.3 6.6 N W43
9 G31.0-0.0 30.999 -0.038 101.2 105.1 8.0 F W43

10 G31.1+0.1 31.054 0.079 24.1 22.7 - I
11 99.1 103.1 7.3 T W43

12 G31.2-0.1(a) 31.165 -0.127 41.4 41.2 12.0 F
13 G31.2-0.1(b) 31.239 -0.108 29.9 39.2 - I
14 98.0 105.1 7.3 T
15 G31.3+0.1 31.275 0.056 104.7 108.7 7.3 T
16 G31.6+0.1 31.580 0.101 99.9 95.8 6.5 N
17 G32.2+0.1 32.151 0.133 96.7 88.6 8.2 F
18 G32.8+0.2 32.797 0.192 15.0 11.8 13.4 F F
19 G33.1-0.1 33.129 -0.094 93.8 101.0 7.1 T
20 G33.2-0.0 33.194 -0.010 100.9 95.3 7.1 T
21 G33.4-0.0 33.418 -0.004 76.5 - 9.5 F
22 G33.9+0.1 33.914 0.111 101.4 106.7 7.0 T T
23 G34.2+0.1 34.254 0.144 54.6 55.1 3.3 N N
24 G34.9-0.0 34.932 -0.018 45.6 - - I
25 G35.6+0.1 35.574 0.064 50.5 52.0 10.8 F
26 G35.6-0.5a 35.588 -0.489 56.0 57.7 3.4 N

a from Paper I

b distance from Wilson (1980)
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TABLE 1

(Cont.)

Source I b VK I Vab d Noteb

(deg) (deg) (kms'-) (kms- 1 ) (kpc)
(1) (2) (3) (4) (5) (6) (7) (8)

27 G35.6-0.0 35.603 -0.033 52.8 52.0 10.7 F N
28 G36.3+0.76 36.289 0.734 76.5 79.4 4.8 N
29 G36.5-0.2 36.459 -0.179 72.7 74.2 9.1 F
30 G37.4-0.3a 37.361 -0.288 40.3 34.0 11.2 F F
31 G37.4-0.1 37.370 -0.067 53.2 51.0 10.4 F
32 G37.4-0.0 37.439 -0.040 53.0 53.6 10.4 F F
33 G37.5-0.1a 37.538 -0.113 52.5 52.5 10.4 F F
34 G37.6-0.1 37.636 -0.113 52.3 49.5 10.4 F
35 G37.7+0.1 37.671 0.132 88.9 88.6 6.7 T T
36 G37.7-0.1 37.749 -0.109 57.8 - 10.0 F
37 G37.8-0.2 37.763 -0.216 65.3 63.5 9.4 F F
38 G37.9-0.4a 37.871 -0.399 60.8 63.9 9.7 F F
39 G38.1-0.0 38.051 -0.042 58.3 - 9.9 F
40 G39.2-0.1 39.252 -0.056 22.6 33.0 11.9 F
41 G41.1-0.24 41.096 -0.213 59.4 62.8 9.1 F
42 G41.2+0.4 41.235 0.367 71.3 69.6 4.8 N
43 G41.5+0.0' 41.517 0.033 17.7 13.9 11.6 F
44 G42.1-0.66 42.108 -0.623 66.0 68.0 4.3 N
45 G42.4-0.34 42.431 -0.264 62.7 61.8 8.5 F
46 G42.6-0.1' 42.568 -0.143 67.2 71.1 4.5 N
47 G43.2+0.0 43.169 0.002 8.9 5.7 11.9 F F,W49
48 G43.9-0.8' 43.890 -0.790 55.0 54.6 8.8 F
49 G44.3+0.1 44.264 0.100 59.6 53.1 3.9 N
50 G45.1+0.1 45.125 0.136 57.6 54.6 8.3 F F
51 G45.4+0.1 45.451 0.060 55.9 56.2 8.3 F F
52 G45.5+0.1 45.475 0.130 56.0 52.0 8.3 F F

` from Paper I

b distance from Wilson (1980)
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TABLE 1

(cont.).

Source e b VH U Vab d Noteb

(deg) (deg) (kms-1) (kms-') (kpc)
(1) (2) (3) (4) (5) (6) (7) (8)

53 G45.8-0.3" 45.824 -0.290 62.3 62.9 7.5 F
54 G46.5- 2a 46.495 -0.247 57.2 56.6 3.8 N
55 G48.6+0.0 48.596 0.042 17.2 18.0 10.3 F F
56 G48.6+0.2 48.642 0.227 10.6 8.2 10.6 F
57 G48.9-0.3 48.930 -0.286 66.5 58.7 5.6 T T,W51
58 G49.0-0.3 48.997 -0.295 65.5 64.4 5.6 T W51
59 G49.1-0.3 49.060 -0.260 64.1 60.8 5.6 T T,WS1
60 G49.1-0.4 49.076 -0.377 67.9 62.4 5.6 T T,W51
61 G49.2-0.3a 49.204 -0.345 67.2 64.4 5.6 T T,W51
62 G49.4-0.3 49.384 -0.298 53.7 51.0 7.3 F T,W51
63 G49.4-0.2 49.407 -0.193 48.6 46.9 7.8 F T,W51
64 G49.6-0.4 49.582 -0.381 62.1 58.2 5.5 T T,W51
65 G50.0-0.1 50.024 -0.076 66.8 69.8 5.5 T
66 G50.2+0.3a 50.232 0.326 71.2 63.4 5.4 T
67 G51.1+0.2a 51.060 0.162 42.9 40.2 7.8 F
68 G51.4-0.0 51.362 -0.001 52.7 56.2 4.0 N
69 G52.2+0.7a 52.233 0.736 2.8 2.1 10.2 F
70 G52.8+0.3a 52.753 0.335 16.6 - 9.3 F
71 G53.2+0.2 53.184 0.155 8.3 7.2 9.7 F F
72 G53.6+0.2 53.639 0.235 38.0 25.8 7.5 F
73 G54.1-0.1 54.092 -0.066 42.1 46.9 6.9 F
74 G57.5-0.3 57.541 -0.276 2.8 10.0 9.0 F
75 G59.5-0.2 59.529 -0.181 29.4 31.3 6.3 F
76 G59.8+0.2 59.796 0.237 -2.8 - 8.7

a from Paper I

b distance from Wilson (1980)
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FIGURE CAPTIONS

Figure 1: H I spectra showing an H 1I region identified at the tangent point distance. The

top half of the figure shows the on (T.., dotted line) and off (T0,, solid line)

source spectra. The lower half shows the absorption spectrum (AT, solid line),

along with its reliability estimate (±-'&T, dotted line). The vertical lines flag

the HI! region velocity (solid Line) and the tangent point velocity (broken line).

Figure 2: H I spectra showing an H II region identified at the near kinematic distance. See

Figure 1 caption for a description.

Figure 3: HI spectra showing an HII region identified at the far kinematic distance. See

Figure 1 caption for a description.

Figure 4: Distribution of velocity differences from Table 1. The differences between H II

region recombination line velocities (column 4) and the H I absorption velocity

(column 5) associated with the parent cloud of the H II region are displayed in

histogram form. Velocity bins are 2 km s- wide.

Figure 5: H I spectra showing an H II region with no reliably detected absorption within

- ±20kms-' of the recombination line velocity. See Figure 1 caption for a

description.

Figure 6: Distribution of H HI regions in the Galaxy. This figure shows a face-on view

of the Galaxy as seen from the north Galactic pole. The positions of the H II

regions listed in Table 1 are plotted in galactocentric coordinates. The axes are

labeled in kiloparsecs with fiducial symbols marks at the positions of the Sun (0)

and Galactic center (+). Galactic longitudes are indicated as well. The locus of

tangent points is shown as the broken, semicircular arc.
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Modulation of the hydroxyl emission by a monochromatic

gravity wave in a realistic non-isothermal atmosphere.

by

Usama B. Makhlouf

Abstract

The effect of a realistic atmospheric temperature profile and realistic atmospheric photo-

chemistry on gravity-wave -driven fluctuations in the OH nightglow is studied. The steady state OH

vibrational distribution is calculated, which includes the effect of quenching by thermalizing col-

lisions. A numerical model that includes a full wave treatment for waves propagating in an atmo-

sphere with realistic temperature and background wind profiles is developed to generate the gravity

waves that are used to modulate the (OH(v)], and hence the OH Meinel emission. The modulations

in the OH airglow is quantified in terms of the Krassovsky ratio Tq, which will be compared with

other theoretical models and some experimental results. Quenching is considered in this model and

it has the effect of lowering il by about 20%, in addition to making ij a vibrational dependent quan-

tity. Inferring the temperature from airglow simulations was done in two ways to mimic experi-

mental methods: a) using the ratio of two rotational lines in a vibrational level to infer the

temperature (the rotational temperature) or b) using the Doppler width of a single line to infer the

temperature (the Doppler temperature). Calculations by both these methods ar compared with the

commonly used brightness-weighted temperature. For gravity waves with small phase velocity

(medium-scale waves) the differences in calculating 11 using these three methods are about 10%,

while for gravity waves with large phase velocity (large scale waves) the i1 calculations using the

ratio of two rotational lines agrees very well with the one calculated using the brightness weighted

temperature, but the one from the Doppler width can be different by up to 50%.
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1. Introduction:

Many observations of the hydroxyl airglow emissions, reveal evidence of temporal and

spatial structures in these emissions [Krassovsky (1972), Peterson and Kieffaber (1973), Krass-

ovsky et al (1977), Noxon (1978), Takahashi et al (1985), Taylor et al (1987), Viereck and Deehr

(1989),Taylor and Hill (1991), Taylor et al (1991)]. These structures have been related to the pas-

sage of atmospheric gravity waves (AGW's) [Hines, (1960)] through the emission layer. The

observations of these structures in the OH emission layer can be used as a probe to study the

AGW's and their role in the dynamics of the middle atmosphere.

The Krassovsky ratio q, first introduced by Krassovsky (1972), relates the observed rela-

tive fluctuations in the airglow intensity to the relative fluctuations in the ambient temperature aver-

aged over the emission layer. Nowadays Yj is widely used as a tool to quantify the effect of the

AGW on the airglow. The Ti ratio has attained wide usage because it measures the response of pho-

tochemically generated airglow to a periodic dynamical perturbation such as an AGW in a manner

independent of the amplitude of the perturbation, at least in the regime where the response is linear.

In addition, it has been shown to reflect the airglow photochemistry and dynamics in a very useful

manner. Krassovsky (1972) showed that i1 was determined simply by the order of the rate-limiting

reaction and wrote:

2T1 - (1)

where

y : specific heat ratio

g : the temperature dependence T-", of the rate of the rate-limiting

reaction, in this case the three body reaction for 03 production.

When the AGW period is much longer than the photochemical lifetimes, the chemical pro-

duction and loss rates are determined by the instantaneous species concentrations, and one would

expect Krassovsky's expression for 71, equation (1), to be approximately correct. However, when

the AGW period shortens enough to become comparable to the photochemical lifetime, Waltersc-

heid et al (1987) have shown that there is a very important wave-period-dependent modification of

the simple Krassovsky result, due to coupling of the chemistry and dynamics.
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When defining temperature for an inhomogeneous atmospheric emission layer, modelers

have universally assumed that the brightness-weighted temperature (BWT) [Weins-ock (1978)] is

the quantity of interest. However, no instument measures the BWT directly, and in this paper I

compare r's based on the B WT to directly measurable temperature measures, namely the rotational

temperature(ROT), based on the ratio of line intensities in a ro-vibrational band, and the Doppler

temperature (DOP), based on the width of a single Doppler-broadened emission line. Finally, other

researchers have tended to use generic unperturbed atmospheric profiles, including profiles for

reactive species such as 03, 0, H, and HO2 , instead of profiles appropriate to the season, latitude,

and time of day of the measurements to which they are comparing theirmodel results. An exception

is Hickey et al (1992), who have used minor-species profiles output from the photochemical-

dynamical model of Garcia and Solomon (1985) for the month and latitude of interest. Since there

can be a significant seasonal/latitudinal dependence to the unperturbed OH Meinel emission pro-

file, as well as a diurnal variation, so in these calculations I choose profiles for the major-species

in the background atmosphere from an existing clinatological model [Summers and Anderson

(1990)], then use a diurnal photochemical model to determine the profiles of the reactive minor

species. I have adapted and updated a one-dimensional (l-D) diurnal photochemical model, to gen-

erate minor species profiles, Figure (1).

2. Vibrational-level production and loss processes:

The minor species profiles, generated from the 1-D diurnal model, are used as an input to

the photochemical-dynamical model, which includes an expanded reaction set for production and

loss of OH vibrational level populations [OH(v)]. This reaction set includes chemical quenching

by atomic oxygen and collisional quenching by the major molecular species 02 and N2 , in addition

to multi-quantum radiative relaxation. The following reactions used in my photochemical-dynam-

ical model;

kjv
(Rl) H + 0 3  -+ OH(v) + 0 2  (v=6 - 9)

(R2) O+H0 2  -t OH(v=0)-+0 2

k3
(R3)O+0 2 +M -- 0 3 +M
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(R4)H+0 2 +M -+ H0 2 +M

k5
(RS)0 3 +H0 2  -+ OH(v-0)+202

k6
(R6) OH(v=0) + 0 3  + H0 2 + 0 2

k7
(R7) OH(v=0) + H02 --+ H20 + 02

(R8) OH(v) + 0- H+0 2  (v -0-9)

k9,,

(R9) 02 + OH(v) - OH(v-1) + 02  (v- 1-9)
k9v,R
kl•v

(RIO) N2 + OH(v) +- OH(v-1) + N2  (v = 1 - 9)
klov,R

(RlI) OH(v) 2W OH(v-n) + hu (v-I - 9, n =1 - 6, v-n2. 0)

The rate constants kl,..., k10, Av~v-n are listed in Table 1.

The basic five reaction scheme of Winick (1983) for total [OH] employed by Walterscheid

et al (1987) consists of reactions (RI) - (R4) and reaction (R8). I added quenching of OH(v) by 02

and N2 [reactions (R9) and (RIO)], radiative decay [reaction (RI1)] and additional sources and

sinks of OH(v=O) (reactions (RS)-(R7)].

Since the work of Bates and Nicolet (1950), the chemical reaction (RI), between atomic

hydrogen and ozone had been accepted as the primary reaction to produce excited OH(v). The

vibrational levels v---6-9 were distributed according to Kienerman and Smith (1987) whose branch-

ing ratios were used. The secondary OH production reaction (R2) in my model is assumed to pro-

duce ground-level hydroxyl only [Lowe (1987)]. However significant differences in opinion exist

in the literature concerning the role of this secondary reaction. For example Lopez-Moreno et al

(1987) used this reaction to produce OH(v) in the v=3-6 vibrational states. On the other hand Kaye

(1988) believes that this reaction produces OH in low vibrational levels v=O-3. Investigating all

these possibilities, I found that whether this reaction is assumed to produce only ground state level
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hydroxyl or lower or higher excited vibrational levels, it has no bearing on the calculated Krass-

ovsky ratio.

Reactions (R5) - (R7) are added to the model in order to expand the reaction set and bring

the sum of [OH(v)] calculated by the model into a closer agreement with the total [OH] calculated

by the I-D diurnal model.

The last reaction (R 11) represents the radiative loss for the various vibrational levels,

through single and multi-quantum transitions. The band averaged Einstein coefficients of Turnbull

and Lowe (1989) were used in the calculations.

Many of the quenching rates required in the model are uncertain. Existing experimental

measurements are incomplete, and there are few theoretical guides. Reaction (R9) represent the

quenching of excited OH(v) by 02, while reactions (RIO) represent quenching by N2 . The quench-

ing rates for molecular oxygen, reaction (R9), are taken from Dodd et al (1991) for v=l - 6. Then,

using a value from Sappey and Copeland (1990) for v=12, the remaining quenching rates for v=7

- 9 were obtained by logarithmically interpolating between v=I and v=12. The quenching rates of

the hydroxyl by nitrogen, reaction (RIO), were obtained in a similar manner by interpolating and

extrapolating between v=2 [Rensbergeret al (1989)] and v=12 (Sappey and Copeland (1990)]. The

rates of the reverse reactions, kgvR and klOvR, resulting in collisional excitation, are determined

from k9v and kj1 v by detailed balance; for example kvR = k9v exp[-(Ev-Ev-t)/kBT], where Evis

the energy of vibrational level v and kB is Boltzman's constant. Reaction (R8) represents sudden-

death chemical quenching by atomic oxygen. The rates for this reaction are somewhat controver-

sial. For v=0 the rate was taken from J. Dodd et al (1990), and for v= I from Spencer and Glass

(1977). Sivjee & Hamwey (19t /7 chose 4.Ox10"10 cm 3 sec'I as the rate for v= 2 - 9 to fit their data.

There are no experimental values available, and hesitating to use Sivjee and Hamwey's value since

it exceeds the collisional limit (2.5x10"t0 cm 3/sec) in the airglow layer region. A sensitivity study

was done using a fast (2.5x10"10 cm3/sec) and a slow (2.2x 1011 cm3/sec) quenching rate for

atomic oxygen for v=2 - 9. A large difference was found as a result of using the fast and slow rates,

especially for the lower vibrational states. The results are illustrated in Figure (2), where it shows

the effect of the choice of the rate constant k8 on a high (v=9) and a low (v=3) energy level.

Although atomic oxygen is not very abundant compared with N2 and 02 around the peak of the

emission layer near 88 km, it is still an important quencher of OH, especially on the top side of the

layer and for the lower vibrational levels, as seen in Figure (2). The effect on the lower levels is

larger, since they are longer lived and, hence, more susceptible to quenching. Notice that the
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[OH(v)] peak altitude is lowered as the quenching is increased. For my model calculations, I have

chosen to use the fast rate (2.5x 10 "10 cm3/sec) for v= 2 - 9, tha is every colision of an OH(v) with

atomic oxygen destroys the OH.

The Eulerian continuity equation for the [OH(v)] is given by:

a)Nv
=-- Qv -LvNv-div(NvV) 

(2)

where

Nv : concentration of the species

Qv : photochemical production rate

Lv : photochemical loss frequency

I : gravity wave velocity field

The values of Qv and L4 are determined from reactions (RI) - (RI1), along with the rate

constants in Table 1. These equations are coupled to similar continuity equations for the minor spe-

cies involved in the OH photochemistry. In the remainder of this section, equation (2) is specialized

to the steady-state, corresponding to no AGW modulation present, and examine the solutions to the

resulting equations. I call this the zero order solution, since it is the solution without the AGW

present.

In the steady-state, the divergence term in equation (2) vanishes, and the resulting equations

describe photochemical equilibrium with production - loss:

0 = Qvo- (Lvo'Nvo) (3)

whose solution is

Lvo

Using the reactions (RI) - (RII) and the results in Figure (1), I solve for Nvo (v=l-9) for

the case mentioned above (day 269, 70°N, midnight).The results are shown in Figure(3). These

results show (a) that the Oi-(v) vibrational distribution is not strongly altitude dependent, and (b)
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that the peak of the vibrational levels v=l - 9 fall within a 2 km altitude span with the v-9 peak is

at a slightly higher altitude than the v-1, this is attributed to quenching by atomic oxygen espe-

cially on the top side of the layer, and since v=I is longer lived than v-9, so the top side of v=I is

quenched down more effectively than v=9, see Figure (2).

From the level populations, Meinel-band volume emission rams (I,,,) can easily be calcu-

lated by multiplying by the corresponding Einstein coefficient, i. e.

'ovv' = Avv,. [OH (v)] (5)

In the next section, I will consider the AGW model and the linear response of the OH

Meinel bands.

3. AGW Dynamical model and OH Meinel linear response:

Assuming that a monochromatic AGW perturbs the photochemical system described in

section 2, and further assuming that the AGW amplitude is small enough so that the wave and the

airglow response to it can be treated in the linear approximation, one can calculate the perturbation

due to the AGW in the total molecular density Ntot, the temperature T and the horizontal and ver-

tical components u and w of the velocity 1, using a realistic gravity wave model with background

wind.

Starting with the linearized hydrodynamic equations:

iMAp + Aw - ikxPoAU + Po--("7 = 0 ...................... (Continuity) (6)

avox
ipo 0 AU + po AW = ikxAP ............... (Horizontal momentum) (7)

dAP
inpoAW = - gAp - a- ..... (Vertical momentum) (8)

aw = ic 2 A 2 apw
AP+ AW' icP +C Aw-0--............ (Adiabatic) (9)
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Combining equations (6) - (9) into two coupled equations to gt

( b2- 2) (10)

k~VOX L2.

[,q= (+ - 1 1)

where

ob: Brunt frequency
V,,: is the wind speed along the x-direction which is equal to

Vox=VwmcOS(a) + Vmsin(a)

Vwe: the zonal wind, V.: the meridional wind

a: the angle of propagation of the wave with respect to the East

Q Doppler shifted frequency

(00

SAP

/PTO

Apply a radiation upper boundary condition at z,=240 km, above which the atmosphere is

assumed uniform, and so for a low altitude source: T cc e ik z. Now, using Runge-Kutta-Fehl-

berg algorithm to numerically integrating the two coupled equations (10) and (11) from zh to the

ground, one gets a solution for 'Y(z) and O(z). Using this solution and the linearized hydrodynamic

equations (6) - (9), one can get the horizontal and vertical velocities of the gravity wave.

The next step is to linearize equation (2), along with similar continuity equations for the

species 0, 03, H, and HO2 about the zero-order steady-state solution of equation (4).Each vibra-

tional level is considered as a separate chemically active specie so that I have a total of 14 species.

The corresponding densities are denoted by Ni (i=0, 1,..., 13), corresponding to (OH(v)] (v=0-9),

(03), [0], [H], and (H0 2]. The corresponding production and loss rates are denoted by Q- and L1 .

The number densities of 02 and N2 are assumed to be insensitive to photochemistry and affected
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by the AGW dynamics only.

To first order, T=To + AT, Nwt=Ntmo + ANux, Ni=Nio + ANM, Q4=Qjo + AQ, and L4=Lw0 +

ALi, and all fluid parameters have space and time dependences expfi(D' - kxx)]. In the linear

response model, all perturbed minor-species densities and related quantities will be proportional to

this same factor. Assuming horizontal stratification, the first order linearized form equation corre-

sponding to equation (2) is:

aANi 1Lw aw aNio (12)a M '~ 1 NiA0 - ioA i - Nio ( x• + -a--) - -- Z-,j w (2

Letting all first-order quantities - exp[i(cot - kxx)] and dividing by Nio, to obtain a set of

coupled equations for the relative fluctuations in Ni:

ANi AQi aw 1 aNio
(L +N ) - AL +i iu-7---- - w (13)io~~~ ~ 90 _O-ixZ Nio HZ

Substituting the zero-order number density, the perturbed production and loss rates for each

species, and the AGW particle velocity in equation (13), to get 14 linear algebraic equations for the

14 unknowns of the perturbed species densities driven by the AGW velocity. Solving these equa-

tions to get A[OH(v)] (v=1-9), where A[OH(v)] = ANiv.

The perturbed volume emission rate AMvv., is then defined as:

Alvv, = Avv, *A( OH (v) ] (14)
Avv, ~

Dividing equation (14) by equation (5), to see that A = ANV

Since the A-coefficients have cancelled, then the fractional fluctuation in the emission rate

is the same for all bands originating in the same upper level v. Using equation (13) for ANv/Nvo

and noting from equation (3) that LoN1vD--Qvo, one can obtain an equation for the relative fluctu-

ation in the emission rate;

AIVV i AQv ALv 1 aw 1 aOH(v)( 1 + =+ (ikxur -) (1)
IvVtO vo 'OH(v) (15)

In the gravity-wave branch at least, o)< cb =Bnmt frequency - 2Mr[5 min.], while Lvo
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, Avv, >22 sec"1 , so that the second term on the left-hand side of equanon (15) can be ignored
Vin the equations of the hydroxyl vibrational levels (OH(v)]'s. This tern can also be ignored in the

equation for [HO2] specie over most of the altitude range of interesLThis is apparent from Figure

(4) which is a plot of the chemical lifetime of the reactive species versus altitude. However, these

terms will be retained since they do not add any complexities in solving these equations.

Equation (15) shows that the fractional first-order perturbed volume emission rate is a sum

of three terms, which represent (i) production rate fluctuations AQ,/Qvo, (ii) loss rate fluctuations

ALv/Lvo0 and (iii) fluctuations arising from the divergence term of the continuity equation, which

represent advection and compression of [OH(v)]o by the AGW.

4. Inferring a temperature from the airglow emission:

The Krassovskly ratio T1 has been computed from airglow data and calculated from models

in an inhomogeneous atmosphere, where the temperature associated with emission from a broad

layer is not well defined.

We calculate qI using temperature calculated by modelers and inferred by experimentalists

using three different methods:

a) Theoretical modelers have typically used the brightness weighted temperature to calcu-

late il. The brightness Bvv,, observed by a column-integrated airglow instrument is defined as the

integral of the volume emission rate over the thickness of the layer.

Bvvi = flvv, (z) dz = Bovv+AB vv' (16)

where

I•, = Xow, + AIw,

BovvW = fIovv' (z) dz

ABvv= JAIvv, (z) dz

The fluctuation in the brightness weighted temperature is defined as:

(AT)v = Tlv+T 2 v-T 3v (17)
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where

T [ovv' (z) AT (z) dz
TIv --- BOVV'

T JAIvv, (Z) To (z)dz
"2v B= ',

T3v Tov BOW)

and

POW o (z) To (z) dz
Toy -- BOWv

b) The rotational temperature, which is inferred by looking at a minimum of two rotational

lines in one of the hydroxyl vibrational bands and assuming that these rotational lines conform to

a Boltzman distribution, an average rotational temperature can be inferred.

In a realistic atmosphere, the ratio in the intensity of two rotational lines in a single OH

vibrational band can be written as:

(N Jz x - B z
Z [T (z) ]jdz

B a Aagaz

kZ T ((z) ] dz

where

Aa : is the ro-vibrational Einstein coefficient.

gi : is the degeneracy factor of the specified rotational line.

kB : is the Boltzman constant.

Z : is the partition function.
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Using the assumption of a Boklzman distribution, one can now define an average d

rotational temperature (Tro) for the emitting region as:

Eb - Ea
Trot k= In (BaAbb(

kBn A~Aaga)

where Ba/Bb is calculated using equation (18). which is exactly the quantity measured

by a ground based instrument tuned to the two rotational lines.

Assuming perturbation due to AGW, one can get the relative temperature fluctuation as a

function of the difference in the relative fluctuation in the intensity of the two rotational lines being

measured:

ATrot kBTrot ABa ABb(20)

Trot (Ea--Eb) "Ba Bb

where ABa/Ba is obtained by perturbing Ba in equation (18) and is given in Appendix L

Similarly ABb/Bb is obtained.

Using equation (20) the relative temperature fluctuation is calculated, which in turn is used

with the relative brightness fluctuation of the corresponding vibrational band from equation (16),

to calculate the Krassovsky ratio il.

c) The Doppler temperature, which is inferred from the width at half the maximum of the

intensity of a single rotational line in one of the hydroxyl vibrational band. The intensity of a single

rotational line emitting from an altitude zk with the assumption of a Gaussian distribution is given

by:

No (z)) A XPaI ep] (21)

where

Nj : is the rotational population.

a0 : is the center frequency of the line.

axD : is the line width given by:

U 2k T
a :B m (22)
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where

c : speed of sound.

m : molecular mass.

Using equation (21) and applying perturbation due to AGW one gets:

Aa) 1 ATz(z) AN 1 (Z)(
- [ (D) 2 2 -T (z) NJ (z)

where ANj (z) given in Appendix I.

For a ground based observation, the rotational line observed will be:

B (u) = f (Io (u) + AI (u)) dz (24)

and from the width of B(u), the observed Doppler temperature is obtained. If I integrates

equation (21) over the emitting layer, I will get the background line shape Bo(u), and from the

width, the background ambient temperature TDo is inferred using equation (22).

From equation (24), which is the observed line, and using equation (22) again the observed

temperature is inferred. Using the observed temperature and the background temperature the fluc-

tuation in the temperature ATD due to the AGW's is obtained.

To get the background brightness BDo and the corresponding fluctuations in the brightess

ABD, I have to integrate over the frequency domain:

BDo = fBo (u) dui (25)

ABD = [fBu)d] - BDo (26)

Finally the Krassovsky ratio il, is caiculated using the three previous techniques for infer-

ring the relative fluctuation in temperature:

a) Using brightness weighted temperature:
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ABvv,/Bovv,

Iv = (AT)v/Toy (2

b) Using rotational temperature:

ABvv,/Bovv,
Nrot = ATrot/Trot (28)

c) Using Doppler temperature measurement:

oIDop (Line) = ABD/BDo (29)

Notice that in this case the relative brightness fluctuation in die line intensity is used to cal-

culate the Krassovsky ratio. also I can calculate the Krassovsky ratio using the relative vibrational

band intensity as follows:

()ABvv/Bovv,
1Dop(Band) - ATD/TDo

The difference between calculating the Krassovsky ratio using equation (29) or (30) is very
small in both amplitude and phase. So the major difference in the three prIvious methods in calcu-

lating the Krassovsky ratio is the way one infers the temperature.

Figure (5) shows the amplitude of 71 as a function of period, for a wave with a horizontal

phase velocity of 70 m/sec, calculated using the brightness weighted temperature (BWT), rota-
tional temperature (ROT) and the Doppler temperature (DOP). Figure (6) is the same as Figure (5),
except a large horizontal phase velocity of 260 m/sec is used. Both Figures shows that ijDOp has

the lowest values.

From equations (27) and (28), TIv and i1m are complex quantities and the phase is inferred

directly from the equation. Equation (29) on the other hand is real, and the phase ofqDop is inferred

by calculating the time evolution of the fluctuations in both the intensity and the temperature. Fig-

ure (7) shows plots of the phases for the (BWT), (ROT) and (DOP) cases, using a phase velocity

of 70 m/sec. Figure (8) is the same as Figure (7), except a larger phase velocity of 260m/sec is used.

5. Effect of Quenching:

The effect of quenching on TI is considerable, and quenching should be taken into consid-
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eration especially when dealing with short period AGW's. Figures (9) shows the quenching effect

on h•(T)l calculated using (BWT), where -T is the wave period, for a low-lying (v=3), mid-level

(v=6) and a highly excited (v=9) vibrational level for a horizontal phase speed, vpy=140 m/sec.

Without quenching Illl is independent of v and when quenching is turned on MlIl is reduced by up to

20%, dependant on the period and on the vibrational band.

Quenching not only has effect on Y1, but it is important in determining the correct vibra-

tional population profiles, since these profiles are treated as independent species in calculating the

brightness fluctuation in the selected band. Without quenching the three solid lines in Figure (9),

which represent the Krassov:ky ratio of OH(3), OH(6) and OH(9) fall on the top of each other that

is quenching adds a new dimension to the Krassovsky ratio, were it becomes vibrationally depen-

dent.

6. Conclusion:

A photochemical-dynamical model for studying the OH airglow modulations due to atmo-

spheric gravity waves have been developed. The model includes a realistic background tempera-

ture and a realistic background winds. Both the realistic temperature and background wind profiles

have large effects on airglow response parametrized by the Krassovsky ratio. Figure (10) shows the

effect of the wind on il, for waves with a 2 hour periods.Quenching has about 20% effect on low-

ering 71, in addition to making it vibrational dependent quantity, and that is important since exper-

imentalist tune their measurements to specific rotational lines in a specific vibrational band, and

that raises the other important part of trying to infer the temperature in a way that mimic experi-

mental methods, which had been shown to have a substantial effect on 11.

Finally, in order to compare OH airglow AGW's response data to models, it is imperative

to have a simultaneous measurements of the local background wind profile in addition to the

AGW's parameters. The direction of propagation of the gravity wave is an important parameter

that needs to be measured during observations in order to compute the correct Krassovsky ratio, as

shown in Figure (10), the Krassovsky ratio as a function of horizontal wave speed is plotted for an

eastward and a northward propagating waves, and that shows the directional dependence of q.
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Table 1: Rate constants for OH(v) production and loss processes

cRats VUdUCa Comments,

b(v) is the branching ratio for reaction (1 )b

kjv 1.4x10 1 0 exp(-470/T) X b(v) b(9)=0.48; b(8)=0.27; b(7)=0.17; b(6)=0.08
b(v)=0, v=0-5.

k2  3.0xl0" 1  Production of OH(0) only

k 3  6.Ox 10- 34(30m2"3 Three-body 03 production

k4 5.7x 10-3 2 (300Mr1 -6  Three-body HO 2 production

k5  I.IxIO014 Production of OH(O) only

k6 1.6x 10"12e xp(-940/T) Chemical loss of OH(0) only

k7  4.8xlO1 I Chemical loss of OH(0) only

k8v a8(v)xl0"l as(O)=3.9; a8(1)=10.5; a8(2-9)=25.

a9(1)=1.3; ag(2)ff2.7; a9(3)=5.2; a9(4)=8.8;
kg,, ag(v)x10" 3  a9(5)=17.; a9(6)-30.; a9(7)=45.96; a9(8)-63.32;

ag(9)f 81.27

alu(l)fO.5757; alo(2)=i.0; alo(3)=1.737;
k10  a1o(v)x10"14 alo(4)=3.017; alo(S)=5.241; al 0(6)=9.103;

a1o(7)=15.8 1; alo(8)=27.46; alo(9)=47.7

Band-averaged Einstein coefficients from Table-Iof Turnbull & Lowe (1989)

a. T is the tcmperature in K; reaction rate constant units for a unimolecular teaction is sec"t , for a 2-
body reaction are cm3/sec, and for a 3-body reaction is cm 6/sec.
b. Kienerman and Smith (1987).
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Applying the perturbation to B in equation (18), and keeping only the first aider terms, one

gets:

AB = Agf{C 1 +C 2 -C 3}dz
z

where

ANv (z) exp (-ksT(z)E

C1 = Z[T(z) I

E AT(z) E
Nv(ZkBT (z) T(z) ex BT(Z

2 = Z [T (z) ]

E
N. (z) exp (-kBT (z)M AZ [T (z)]

C3 = Z2 [T(z)]

358



00

60

go~

-l 000

(uA) pru@0

359



I I I I

a0,

czS

a 4

>

C.) C

4.)A OSU~~

o360



ir i

Al.

cc
ee) 

.

tin
00 0

(UT1) T prLP\
361



0

@0

I _____

I
I

I

-� II t...
I 0

I
I

I
/

I

I

I 0

I

* C..)
C.)o

* - a*e.

* S

* S

* S

S ,* i.., I

- I
* I

55 I I
S -

* - - C.)
� * 59 LJta.

I., N
* 0

S *

I

I -
0

I

C
0

-

0 0
- 0 -.

- -

(UDI) �prun�y
362



I-n

K o
#t o w ,.

PCC.

PC.
x

>K

Kc m

tt

N0000

vl jo opm~Tu
363



cr e

0 CoC.).

W-4-

, ,

364



I0

00

I IV '

-I •

0 I.

I• "

_ £

mo JO OSVTAId

365

.. .. ...



II I I I I I I II 1

mK

PC

SK-

C%4C
II " "

IK

e4S IC

, K

o!

K

I- m K

K

I I I1 '

00 .o onto

366



0 10

zx

0

u . .

CL)

wiI
in oonjUdi

4367



00

0
0

OKO PC

K

bK 0

X 0
be 0

K 0 -W
K 0

PC 0

PC 0

04 0

PC 0

PC 0
K 0 -

K 0

K 
0

00

K 1

Ki Co 0 -TIdi

K 368



AIR FORCE GEOPHYSICS SCHOLAR PROGRAM

Sponsored by the

PHILLIPS LABORATORY

GEOPHYSICS DIRECTORATE

conducted by the

SOUTHEASTERN CENTER FOR ELECTRICAL ENGINEERING EDUCATION

FINAL REPORT

TEST OF COHERENT NEUTRINO DETECTION USING
SAPPHIRE CRYSTALS

Prepared by: Dr. Martin P. McHugh

Research Location: Phillips Laboratory,
Geophysics Directorate
Hanscom AFB, MA 01731

AF Research Colleague: Tom Rooney

Contract Number: F19628-86-C-0224

369



FINAL REPORT ON EFFORT ACTIVITIES

A new temperature control system for the liquid-supported

torsion balance (LSTB, on loan from the University of Colorado) was

designed, implemented and tested on a seismic pier in the Haskell

Observatory. This work is of general interest in improving the

performance of the LSTB. This instrument can be used for precision

measurements of weak forces, such as tests of the gravitational

equivalence principle or use as a gravity gradiometer. In parallel

with this work, the LSTB was used for an experiment testing a

published result of neutrino detection using sapphire crystals. If the

neutrino scattering cross section were large enough, the LSTB would

exhibit a clear one day periodic motion due to momentum transfer

from solar neutrinos. A null result was obtained and the results

were presented at the 1993 Moriond conference (see enclosed

paper).

Most recently, work has been done in the testing of equipment

for a balloon gravity project. A Global Positoning System (GPS)

receiver will be used to track the motion (accelerations) of the

balloon in an inertial frame. A strap-down inertial navigation

system (INS) will be used to detect all of the accelerations minus the

gravitational acceleration. Looking at the difference of these two

outputs (using a Kalman filter estimation) the gravity field (averaged

over some spatial dimension) can be determined.

At this time a proto-type, ring-laser-gryo INS is being

prepared for calibration and testing at Holloman AFB. The INS was

developed by Rockwell but was never fully tested. Also, a 4 antenna

GPS receiver with attitude output is being tested.
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TEST OF COHERENT NEUTRINO DETECTION USING SAPPHIRE CRYSTALS

M. P. McHugh and P. T. Keysera
Air Force Phillips Laboratory/GPEG

Hanscom AFB, MA 01571 USA

ABSTRACT

An experiment to detect solar neutrinos using the method of Weber was
undertaken. Two sapphire crystals of about 82 g each, along with
compensating lead masses, were placed in a liquid-supported torsion balance
(LSTB) in a symmetric configuration. If the sapphire has a sufficiently large
coherent scattering cross section (proportional to the square of the number
of scatterers) then the momentum transfer from solar neutrinos will produce
an observable one day period in the angular position of the balance. To the
limit of experimental sensitivity, no such effect was observed.

apresent address: University of Alberta, Edmonton Alberta T6G2E8 Canada.
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INTRODUCTION

Joseph Weber has proposed that neutrino scattering from single crystals can

give total cross sections proportional to the square of the number of scattering

sites 1-4. This would produce enhancements of the cross section on the order of

Avogadro's number for very modest sized crystals, making a table-top sized

neutrino detector possible. The effect differs from ordinary coherent scattering of

radiation in that the neutrinos have Compton wavelengths that are short compared

to the crystal lattice spacing (for a discussion of long wavelength coherent

scattering see ref. 5 page 683). Despite many theoretical arguments against the

validity of this claim6 -10 , Weber has presented experimental results3 in apparent

agreement with very large scattering cross sections for neutrinos from single
crystals of sapphire (A1203). We decided that an attempt to reproduce his results

was merited.

Weber published results for three types of experiments --detection of tritium

P3-decay neutrinos, nuclear reactor neutrinos, and solar neutrinos; all three

utilizing a torsion balance as the detector. We pursued detection of neutrinos from

the Sun using essentially the same method as Weber. The technique employs a

torsion balance that holds test masses of lead and single-crystal sapphire. If the

sapphire has a large scattering cross section and the lead has a negligible cross

section then the solar neutrinos will impart momentum to one side of the torsion

balance, producing a measurable torque. The torque changes sign as the earth

rotates, and the 24 hour periodic motion that results is the solar neutrino signal.

Weber's results were for a torsion balance holding a 26 g sapphire crystal.

With 65 days of data averaged together, the amplitude of the 24 h signal implied a

force of -4.6X10-6 dynes which he attributed to solar neutrinos. This is an

astounding result in that if one assumes that all of the neutrinos that pass through

the geometric cross section of this crystal are scattered through a random angle;

and that the neutrino flux is that given by the standard solar model (see ref 11),

then the maximum force on the crystal would be 5.3x10-6 dynes. The curve
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designated "predicted signal" in Figure 2 was calculated for our experiment using

the same assumptions. The curve is not a sinusoid due to the fact that the

geometric cross section of the cylindrically shaped crystals changes throughout the

day as the direction of the neutrinos changes. The maximum magnitude of the

calculated force is -2x×0- 5 dynes. Other methods for predicting the size of the

effect give even larger forces. By simply scaling the results of Weber by the

square of the mass for the two 82 g crystals used in this work, we calculate a force

of 9x10-5 dynes for our torsion balance.

APPARATUS

The apparatus used for this work is a liquid-supported torsion balance

(LSTB) that was developed at the Joint Institute for Laboratory Astrophysics

(JILA) by Jim Faller and his students1 2 -14 . The LSTB shown in Figure 1 consists

of an aluminum cylinder that floats in water that is kept at its temperature of

maximum density (3.98*C). The water provides the support while the spherical

and ovoid electrodes on the top of the LSTB are used to provide the centering

force and the restoring torque. An optical lever, using four lenses mounted on the

lid of the LSTB, provides for the detection of the angular position of the LSTB.

The test masses are two Pb/Al203 "sandwiches" and six gold-plated Pb

cylinders each weighing about 510 g. The crystals themselves weigh 82 g each and

are about 4.5 cm in diameter, 1.3 cm in height. The overall height of all eight

masses is the same, with the crystal/lead masses having a larger diameter due to

their lower density. The symmetric design is used to minimize the effect of

gradients in the gravitational field. A calibration of the LSTB sensitivity to

applied torques is done in the following way. First the oscillation period is

measured for several different electrode voltages. This along with the moment of

inertia about the vertical axis is used to calculate the torsion constant (the torque

per unit angular displacement). The sensitivity is checked using the gravitational

attraction of lead bricks placed near the apparatus. This produces an "order of
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magnitude" response and demonstrates that the LSTB is moving freely. The

gravitational torque has large uncertainties and cannot be used independently as a

calibration.

Fig. 1 A cutaway view showing the test masses inside of the LSTB. The
sapphire is shown in black. On top are shown the lenses and the electrodes.

DATA

A data run consists of a computer reading multiple channels of an A/D data

logger (optical lever output, thermistor resistances, magnetometer output, etc.) at

one minute intervals. Ten minute averages are then stored on a disc. The signal is

of-the form of a 24 h periodic signal of the proper phase on the optical lever

output voltage. This is converted into an angle using a calibration (done just prior

to the experiment) and then into a torque using the torsion constant discussed

above. Finally this is converted into a force using the length of the moment arm

of the crystals about the vertical axis. A graph of the data time series is shown in

Fig. 2 along with the predicted signal. A least-squares fit to a function of the form

of the expected signal is performed. This functional form is just a cosine of the

angle between the zenith and the direction to the Sun. This zenith angle is a fairly

complicated function of the time of day and, of course, depends on the time of
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year as well. An average of the least-squares fits for three such data runs gives the

result of -3.3±2.8x10-8 dynes of extra force on the sapphire.

20.0 -predicted signal

16.0-

12.0-
S8.0-

> 4.0-
o 00 -- -A40.0

-. 0- measured signal

~,-4.0-

S-8.0-

X -12.0 - -

-16.0-I

1 2 3 4

Time (Days)

Fig. 2. This graph shows the data from one of the runs (starting at 17:30
EST on 7 Jan. 1993) along with the predicted signal based on the results of Weber.
The angular position of the LSTB is converted into a force on the sapphire test
masses.

EXPERIMENTAL UNCERTAINTIES

In an experiment of this nature the systematic errors must be dealt with very

carefully. The fact that the signal has a period of 24 h presents difficulties in that

many effects (e.g. temperature, tilts, motion of people) also occur with this period.

The main sources of error considered are, gravity gradients, temperature

fluctuations, magnetic field, and tilt. The temperature at various points on the

apparatus, the tilt and the magnetic field were all monitored during the data runs

in order to look for possible systematic errors.

The gravity multipole couplings are dealt with by first measuring the

moments of the float by producing large gradients with nearby lead bricks. Then

these moments are used with estimates of the local mass motions to give limits on
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the torque produced by varying gravtational gradients. This error is estimated to

be less than 0.5x40-8 dynes. The magnetic field on top of the LSTB tank was

monitored with a three-axis flux-gate magnetometer, which combined with

measurements of the torques produced by temporary large magnetic fields gave an

estimated uncertainty of 0.2x10-8 dynes. The tilt was measured with a 2-axis

electronic bubble level and in a similar manner the uncertainty was estimated to be

4.0x10-8 dynes. The temperature fluctuations at various points on the apparatus

were monitored with thermistors, and combined with large artificial thermal

gradients to make a worst-case estimate of the uncertainty as 4.0x40-7 dynes. The

temperature fluctuation contribution dominates the systematic uncertainties, but

this seems an overestimate as it is an order of magnitude larger than the "signal".

However, temperature effects are very difficult to model and a less conservative

estimate seemed unjustified.

An assumed feature of the coherent scattering is that the quality of the

crystals is important for the effect. The more nearly perfect the crystals the better

the coherence. We had our crystals tested by double crystal X-ray topography, by

the same group at NIST that tested Weber's crystals, and they were found to be

good single crystals with no extraordinary defects, comparable to his.

CONCLUSION

This experiment shows no observation of enhanced neutrino scattering cross

sections for single crystals of sapphire. The extra force on the sapphire was

-0.3±4x1o-7 dynes, consistent with zero. The fraction of the predicted result is

-0.002±+0.027 compared to 0.86±+0.26 observed by Weber. This uncertainty is

obtained from his stated uncertainty in the solar neutrino flux3 . A slightly

different approach has also recently obtained a null resultl 5 .

The authors would like to thank Crystal Systems of Salem Massachusetts for

providing the high quality sapphire crystals used in this work. Thanks also to

Richard Deslattes and Albert Henins of the National Institute of Standards and
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topography. We are indebted to Jim Faller for encouraging us to pursue this

work.
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Annual Report

The primary project undertaken in this term was the survey of ELF/VLF electric field measurements
aboard the Combined Release and Radiation Effects Satellite (CRRES). Investigation began on an
interesting aspect of this survey, which involves the behavior of electromagentic and electrostatic
waves when observed by the spacecraft in the same spatial vicinity. Work was also completed on a
paper about ground observations of ULF waves at high latitudes. Several presentations were given on
these subjects, and they are listed below.

The survey of electric field data required considerable time and care. The object of the survey was to
examine average wave spectral densities throughout the region of space covered by the CRRES orbit.
Furthermore, the power was to be studied in frequency ranges defined by fractons or multiples of the
local electron cyclotron frequency. This choice was made because outside the plasmasphere, which
was the focus of the survey, wave power is usually observed to follow the electron cyclotron
frequency, and frequency bands so defined would have more physical significance than simple decade
bands such as 1-10 kHz. The spatial averaging of spectral densities in the selected frequency bands
revealed regions in the magnetosphere where wavegrowth routinely occurs. These regions are selected
by the confluence of factors such as electron convection, plasma density and the magnetic field.

The results of the survey are discussed in detail in the attached draft of the survey paper, but they may
be summarized here. The whistler mode waves outside the plasmasphere are usually amplified in the
midnight-dawn sectors during active times, for frequencies between 30% and 100% of the local
electron cyclotron frequency (fce). This is consistent with the conventional idea that wavegrowth
arises from plasma sheet electrons that convect sunward within the magnetosphere, around the dawn
side of the Earth.

It was also noted that high frequency whistler waves tended to remain closer to the equator than those
at low frequencies. The waves between 0.5fce and fce rarely appear above 10 degrees latitude, while
those at the lower frequency of 0.3-0.5fce are seen up to 20 degrees latitude. Still lower frequency
whistler waves, in the 0.1-0.3fce range, are seen further from the equator and in fact have an intensity
maximum off the equator on the dayside. The extent to which the whistlers propagate away from the
equator may be related to the orientation of their wavenormals, which can be at larger angles to the
magnetic field for lower frequencies. This in turn is important for determining the group velocity and
hence the propagation path of the waves. The dayside maximum may be a result of plasmasphenc
whistler waves leaking out into the magnetosphere at high latitudes.

Finally, the electrostatic electron cyclotron (ECH) waves that occur between harmonics of the electron
cyclotron frequency were also studied. These waves are present at all latitudes reached by the
spacecraft, up to 28 degrees magnetic, but strongest in the midnight-dawn sector. They fade below the
sensistivity of the electric field instrument on the dusk side, which may be a consequence of electron
convection and concomitant loss of energetic electrons.

The ECH waves and the whistler waves appeared to be coupled in such a way that the whistler mode
would usually weaken when the ECH wave intensified. This process typically occurred near the
equator. An additional feature involved the whistler power above and below half the electron
cyclotron frequency, at which a gap is observed. Although both upper and lower bands generally
weakened during the ECH intensification, the upper band sometimes remained. The importance of this
coupling process lies in the fact that the whistler waves do not appear to freely cross the equator, nor
do they propagate more than 20 degrees above it. At the same time, the ECH waves intensify in a
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narrow, 2-3 degree latitude range near the equator. The conventional picture of whistler mode
amplification may not apply here, as it assumes a gyroresonance between the waves and electrons as
the waves repeatedly cross the equator. Instead, the whistler mode waves and ECH waves may be
coupled and amplified via the same particle distribution near the equator.

Most of the effort during this term was directed at such problems as the identification and removal of
data contaminated by preamplifier saturation or clipping. These conditions would arise from
extremely strong natural emissions associated with solar flares and the aurora. A variety of quality
checks were conducted on the survey process itself. One of these uncovered an uncertainty of 2-3
degrees between equatorial positions as determined by different magnetic field models. Consequently,
latitude bins of 5-10 degrees were used for the survey.

Spectral densities for decade frequency bands were surveyed for an associated project conducted by
another researcher. The 0.1-1 kHz band has a physical meaning inside the plasmasphere, where
whistler mode waves may propagate far from the region of amplification. They are usually observed
to have no relation to the local electron cyclotron frequency, unlike whistler waves outside the
plasmasphere. The project studied the possibility of wavegrowth of these plasmaspheric whistler
waves, or hiss, by energetic radiation belt electrons. This work was presented at the Fall 1992
Meeting of the American Geophysical Union.

A third project involving Pcl/2 ULF waves was undertaken and completed. It consisted of substantial
edits and additions to a paper that had been submitted for publication. This paper analyzed the
occurrence of Pcl/2 and Pcl micropulsations at high latitude ground stations. These pulsations are the
ground signatures of 0.1-5 Hz ULF waves that are amplified by ion cyclotron resonances in the
magnetosphere. The tendency of these waves to follow the magnetic field makes it possible to deduce
their source region by comparing observations at different latitudes on the ground. The paper
proposed the location of Pcl/2 amplification and drew conclusions about the role of heavy ions, such
as He+, in the amplification and propagation process. This paper was completed and resubmittted to
the journal.

Presentations made during the 1 Jan 1992 - 30 June 1993 period:

"ELF/VLF Electric Field Observations on CRRES"; MA Popecki, HJ Singer, C Paranicas, WJ
Hughes and RR Anderson, a Space Physics Division Seminar by MA Popecli at the Geophysics
Directorate of Phillips Laboratory, 11/12/92, Hanscom AFB, MA

"A Statistical Survey of ELF/VLF Electric Fields by CRRES"; MA Popecki, HJ Singer, C Paranicas,
WJ Hughes and RR Anderson, Poster presentation by MA Popecki at the Fall Meeting of the
American Geophysical Union, 12/7/92, San Francisco, CA

"The Correlation of Interhemisphere Ground and AMPTE Spacecraft Measurements of Pc1/2
Pulsations"; RL Arnoldy and MA Popecki, Presentation by MA Popecki at the U.S. Antarctic
Experimenters' Meeting, 3/18/93, Dartmouth College, Hanover, NH

"Alternating Intensity of Electromagnetic and Electrostatic Waves Outside the Plasmasphere as
Observed by CRRES"; MA Popecki, HJ Singer, C Paranicas, WJ Hughes and RR Anderson,
Poster presentation by MA Popecki at the Spring Meeting of American Geophysical Union,
5/24/93, Baltimore, MD

"Alternating Intensity of Electromagnetic and Electrostatic Waves Outside the Plasmasphere"; MA
Popecki, C Paranicas and RR Anderson, A Space Science Seminar by MA Popecki, 6/10/93, The
University of New Hampshire, Durham, NH
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A Statistical Survey of ELF/VLF Waves on CRRES

MA. Popecki and H.J. Singer
Phillips Laoratory, Geophysics DirectorawA3PSG Hanscom AFB MA 01731

C. Paranicas and WJ. Hughes
Center for Space Physics, Boston University, Boston MA 02215

R.RI Anderson
Department of Physics and Astronomy, The University of Iowa, Iowa City, IA 52242

Abstract

An extensive survey of ELF/VLF electric field measen aboard the Combined Release
and Radiation Effects Satellite (CRRES) was conducted for the entire mission. Mean
spectral densities in four frequency bands were calcutued for spatial regions defined by
three-hour local time sectors, integer L-shells and tree latitude ranges: <5, 5-15 and 15-29
degrees. Spatial coverage included L-shells up to eight, latitudes up to 29 degrees and 3/4
of all local times at apogee. The bands were defined by the local electron cyclotron
frequency (fce). Below the cyclotron frequency, bands were selected as (0.0.3)fce, (0.3-
0.5)fce and (0.5-1.0)fee in order to keep track of whistler wave power without individual
event selection. Above the cyclotron frequency, a band was defined as (1-3 )fce to follow
the first two electron cyclotron harmonic (ECM) components. In the two highest whistler
bands, the highest mean spectral densities were on the dawnside for L-5-7, consistent with
amplification by substorm-injected electrons. The lowest band displays a dayside off-
equator intensity maximum for L-shells of 4-8. In the ECH band above fcm, the largest
mean intensity is in the midnight-dawn sector, within 5 degrees of the equator. Occasional
off-equator intensifications of ECH waves contributed to off-equator midnight mean
spectral densities that were only two orders of magnitude less than the largest mean
equatorial values.

Introduction

A rich variety of plasma waves may be observed in the ELF/VLF frequency range
throughout the plasmaspher and inner magnetosphere. These waves modify particle
populations by heating or by pitch angle scattering and consequent precipitation. In the
effort to understand the wave-particle interactions that amplify these waves, several
spacecraft surveys of this frequency range have been undertaken (Heppner et al., 1992;
Russell & Holzer, 1969; Burtis & Helliweil, 1976; Tsurutani & Smith, 1977; Koons &
Roeder, 1990, Dunckel & Helliwell, 1969; Muzzio & Angerani, 1972). Many of these
have concentrated on the occurrence patterns of whistler mode waves, such as chorus or
plasmaspheric hiss. Others have calculated wave-normal angles in the whistler mode and
discussed the consequences for growth and propagation (Parrot & LeFeuvre, 1986;
Hayakawa et al. 1984; Muto et al., 1987; Sonwalkar & 1nan, 1988). Electrostatic electron
cyclotron waves (ECH) above the electron cyclotron frequency have also been measured
(Paranicas et al., 1992; Roeder & Koons, 1989; Belmont, et al., 1983). Although such
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surveys began over 20 years ago, debate continues on the mechanisms responsible for the
observed waves.

This study examined the spatially-averaged spectra of waves in the ELF/VLF range,
throughout the region of space covered by the Combined Release and Radiation Effects
Satellite (CRRES). Electric field measurements were taken for magnetic latitudes of ±t28
degrees, magnetic L-values from 1.8 to 8.7, and nearly 18 hours of local time at spacecraft
apogee (6.3 RE). CRRES mission space was divided into three hour local time segments.
integer L-shells and three latitude ranges. Mean spectral densities (Volt2 /m2Hz) were
calculated for each region and are presented below.

The large range in orbital parameters and the nature of some wave-particle interactions
suggested the use of a physical parameter, such as the electron gyrofrequency, to organize
the datLa. The plasma frequency would also be an obvious parameter, and may be
determined from the upper hybrid resonance when it is indentifiable in the electric field
data. The process of calculating density is not yet complete for the entire mission, however.

Using the cyclotron frequency, the bands in the spatially-averaged spectra were chosen so
as to pick out physically distinct wave phenomena, such as whistler mode or electrostatic
(n+l/2) emissions. Since wave frequency was the only criterion used to distinguish
wavemodes, the mean spectra occasionally include broad-band features and transmitters.
The frequency range of the sweep frequency receiver (SFR) was 100Hz to 400kHz, and
the electron cyclotron frequency ranged from approximately 3 kHz at apogee up to the 400
khz limit close to the Earth.

Instrumentation, Orbit, Sample E-field Data and the Survey

The Orbit

The CRRES orbit was approximately 10 hours and the orbital plane was inclined 18
degrees with respect to the geographic equator. Precession moved the apogee from 0745
through midnight to 1343 local time (LT). Useful data for this study began at an apogee LT
of 0708. Apogee was at 6.3Re, and at the highest magnetic latitude, CRRES reached an L-
value of 8.7. Perigee for the spacecraft was 1.06Re. Frequency constraints of the
SFR/dipole system limited the minimum L-value to 1.8 for this study.

The combination of the 18 degree inclination, precession and the 10 hour period allowed
CRRES to sample a 22 degree range of magnetic latitudes every three orbits. When apogee
was the highest above the geographic equator, magnetic latitudes at apogee spanned 7-29
degrees. When the apogee had precessed to the intersection of the equatorial and orbital
planes, the latitude range at apogee was ±11 degrees. Equator crossings took place at other
radial distances on every orbit. The absolute value of latitude was used to improve
sampling in this study. The time spent by CRRES in each spatial bin of this study, as well
as the number of visits to those regions, are shown in Figure 2.

The spin axis was pointed approximately toward the Sun. The 100 m wire dipole from
which wave measurements were made rotated in the plane perpendicular to the spin axis
with a period of approximately 30 seconds.
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Instrumentation

The electric field measurements for this survey were made with a 100m dipole and a 128
channel sweep frequency receiver (SFR). These are described in Anderson & Gurnet
(1992). The SFR channels ranged from 100 Hz to 400 kHz, in four bands of 32
logarithmically spaced frequency steps. The frequency ranges were: 100-810 Hz, 810-
6400 Hz, 6.4-51.7 kHz and 51.7-400 kHz. The four bands had different channel
bandwidths (7, 56, 448 and 3600 Hz) and sampling raues (1, 2, 4 and 4 channels/sec).
Each band had a dynamic range of approximately 100 dB.

The electron cyclotron frequency was calculated from magnetic field measurements by a
fluxgate magnetometer. The magnetometer is described in detail by Singer et aL (1992).

A Sample Orbit

A sample orbit is shown in Figure 1. An orbit consists of approximately 10 hours of data.
Ephemeris values and UT are shown on the horizontal axis and frequency (100 Hz-400
kHz) on the vertical axis. Also shown in the figure are magnetic equatorial and meridian
projections of the orbit. Apogee occurred in the midnight sector, within 10 degrees of the
magnetic equator. Latitude was calcuated with the Olson- Pfitzer (1977) field modeL The
local electron cyclotron frequency (fcc) appears as a solid line, minimizing near 1000 UT.
Also shown are lines representing 0.1fce, 0.3fee, 0.Sfce, fce and 3fce.

This orbit was chosen as an example because nearly every type of wave seen in the mission
appears here. Apogee occurs near the center of the plot. The horizontal striations are
electrostatic emissions at approximately (n+1/2) harmonics of the local cyclotron
frequency. They intensify at the equator, which occurs near 0945 in this orbit.

The plasmapause is indicated by the steep drop ir 'he upper hybrid frequency at 0845 and
1430. The upper hybrid frequency is approximately equal to the plasma frequency over
most orbits because the cyclotron frequency is usually much less than the plasma
frequency. Outside the plasmasphere, the upper hybrid resonance can be difficult to locate
because of the broad-band features (for example from 1200-1240), continuum radiation or
the highest (n+1/2) harmonic.

The intense emission after 1400 UT, below 10 kHz, is plasmaspheric hiss. It is contained
inside the plasmapause. These are whistler mode electromagnetic emissions and they have
been discussed by Lyons & Thorne (1970), Thorne (1973), Huang, et al. (1983) and
others. Plasmaspheric hiss often appears at frequencies below the local lower hybrid
frequency. The lower cutoff for this study was set at 0. lfce, which is above the lower
hybrid frequency, but is still compatible with the lower limit of the SFR in the weakest
magnetic fields observed by CRRES.

A Type lII radio burst occurred at 1100 and approximately 100 kHz in this orbit. Auroral
kilometric radiation (AKR) was observed at 0830 above 200 kHz. Intense type IMl bursts
and AKR can produce artificial broad-band signatures in the top two 32 channel bands.
These signatures were removed from the data set before analysis.

The constant frequency lines below the cyclotron frequency at 1500 UT are transmitters.
They appear mostly below L=3.5 where they are damped to the local electrons at the local
electron cyclotron frequency. They can be stronger than any natural waves observed at the
same time. They have not been removed from the data set, however the features discussed
in this paper are primarily beyond the L-shells in which they are seen.
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Finally, die strong emissions below the cyclotron frequency at 0900 are whistler mode
waves known as chorus. A gap is usually present at half the gyrofrequency. The presence
of the gap has been discussed by previous authors (Tsurutani & Smith, 1974; Burts &
Helliwell, 1976; Maeda, 1976; Koons & Roeder, 1990). These emissions often consist of
burst-like features, separated by approximately one second. The chorus elements below the
gap are usually unrelated to those above, although they sometimes may cross the gap
(Burtis & Helliwell, 1976). The time resolution in the CRRES SFR is insufficient to see
the chorus elements. Other chorus emissions anm structureless (Tsurutani & Smith, 1974).
The wave-normal angles of the chorus above and below the gap at half the cyclotron
fiequency have been discussed by Hayakawa et al. (1984), Muto et al. (1987) and
Sonwalkar & Lm (1988). Wave-normal angles were not obtainable for whistler waves
aboard CRRES, however they may explain the spatial intensity patterns in this study
because of their importance to wave growth and propagation.

The Survey Process

The goal of the survey was to calculate the average ELF/VLF spectral densities for selected
frequency bands in the regions of space visited by CRRES. The bands were chosen so as
to keep track of physically separate wave phenomena where possible. The highest
frequency band covered the frequency range (1-3)fee, which consists mostly of
electrostatic (n+12)fce harmonics (ECH). The next three bands were below this and
contain mostly whistler mode waves. These might be chorus and hiss, however the SFR
did not have sufficient time resolution to distinguish the two. From highest to lowest, the
band were: (0.5-1.0)fce, (0.3-0.5)fce and (0.t-0.3)fce. The break at 0.Sfce was chosen
because the gap that is often observed in whistler wave power occurs at that frequency. The
0.3 fce break is close to the lower bound of the lower chorus band (Burtis & Helliwell,
1976; Tsurutani & Smith, 1974).

A 128 channel sweep from the SFR is shown from orbit 515 at 09:09:59 UT in Figure 3.
The electron cyclotron frequency is noted, and the channels within each of the four bands
are separated by vertical lines. In all four bands, the spectral features typically have a wider
bandwidth than the separation between individual channels.

Within each band, spectral densities (v2/m2Hz) from each channel were summed. Every
eight consecutive sums were then averaged, representing 65.5 seconds of data. The sums
were divided by the number of channels in the band to give an average power spectral
density for the band. Mean power spectral densities for each band in orbit 515 are shown in
Figure 4. Spatial coordinates, such as L-shell crossings, latitudes and local times are
identified. The ECH emissions in the (1-3)fce band reach a level of sum of 5x10"10

v2/m2Hz within 5 degrees of the equator, just after the power in the upper two whistler
bands (covering (0.3-1. 0 )fce) subsides. The effect of the transmitters may be seen in the
two upper whistler bands, particularly near 1530 UT, where the spectral densities reach

8x10I1 6 v2/m2Hz before falling rapidly.

The logs of the 65.5 second mean spectral densities were then spatially binned and
averaged by integer values of L-shell, 3 hour increments of local time and three latitude
ranges: <5; >5,<=15; and >15, <29 degrees. In order to estimate confidence in these
regional mean values, also recorded were the numbers of visits to each region, the amount
of time spent there, and the mean spectral density per visit.
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The (n+ 1/2)fce electostatic emissions are clearly organized by the local electron cyclotron
frequency. On the other hand, the whistler mode spectrum may be sensitive to both the
equatcial (Dunckel & Helliwell, 1969) and local cyclotron frequency. In the whistler mode
bands, the spatial averages were calculated separately with respect to the local and
equatorial cyclotron frequency, usirg the Olson-Pfitzer 1977 model for the latter case. The
results are grossly similar.

Results for the Whistler Mode Bands (below tce)

The mean lop of spectral densities for the bands below the local electron cyclotron
frequency are presented in Figures 5 and 6. The averages are shown in local timeIL-value
polar plots, one for each frequency band and latitude range. For example, the plot for the
(0.3-0.5)fee band at <5,>15 degrees presents the mean spectral densities from all
measurements in that frequency range, while the spacecraft was in that latitude range.
Concentric circles represent L- values, with the inner circle as L-1. White spaces indicate a
lack of data. Either CRRES did not visit a region or there were fewer than 5 visits there, or
else that the average visit to a region was less than 10 minutes.

Figure 5 has spectral densities for Kp > lo, and Figure 6 has them for quiet times
(Kp<=lo). The (0.5-1.0)fee band has the largest mean values in the dawn sector for L=5-
6, in the ±5 degree latitude range and for Kp>lo. This band typically represents the
whistler mode waves above the gap that usually appears at 0.Sfce. The dawn sector mean
decreases with increasing latitude, indicating that these waves are confined near the
equator. In fact, the waves in this band are usually seen in the CRRES dam no higher than
10 degrees, This band appears to be associated with geomagnetic activity, since the dawn
sector equatorial mean is reduced during quiet times (Kp<=1o, Figure 6).

The middle whistler band, (0.3-O.5)fce, also shows a dawnside equatorial mean intensity
maximum that reduces with increasing latitude. At the highest latitudes, the mean spectral
densities for this band are comparable to those in the (0.5-1.0)fce band, but in the middle
latitude range, they are greater for the (0.3-0.5)fee band. This indicates that the (0.3-
0.5)fce band emissions extend further above the equator than the highest whistler band.

The lowest frequency band, (0.1-0.3 )fee, exhibits a high- latitude (15-29 degrees) dayside
maximum mean spectral density for Kp > lo (Figure 5). A remnant persists during low Kp
(<=---o) in the 12-18 LT sector.

An example of the kind of data that contributes to the high- latitude dayside maximum
spectraldensity is shown in Figure 7. This orbit had an apogee near 1330 LT, within 10
degrees of the equator. On the outbound leg, CRRES was at high negative latitudes in the
prenoon sector as it approached apogee. Whistler mode power was observed at the high
latitudes (0600-1130 UT), however it became less intense in the (0.1-0.3)fee band as
CRRES approached the equator. Kp values for this orbit ranged from 3- to 4+.

During the following orbit, although CRRES was within 7 degrees of the equator at
apogee, and Kp levels were between 4o and 60, less intense whistler activity was
observed. These examples are not fully representative of the statistical study, but this type
of observation was common when the CRRES apogee was on the dayside, which occurred
at the beginning and end of the mission.
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Visit-averaged Spectral Densities

The mean spectral densities per visit by CRRES to selected regions is shown in Figures 8
and 9. Also shown are the number of visits by CRRES to that region and the amount of
time spent there. This presentation shows the distribution of measurements on the
dawnside and the dayside that lead to the whistler band features in those sectors.

The Dawnside

Figure 8 has the spectral densities for all three whistler bands for the dawn sector region
defined by: 03-06 LT, L-5-6, Kp>lo and both low (05) and high (15-29) latitudes. The
spacecraft visited this region 75 times at low latitudes and 67 times at high latitudes. Visits
were usually 20-40 minutes near the equator and 50-80 minutes above 15 degrees.

Both the (0.5-1.0)fee and (0.3-0.5)fee bands have greater mean spectral densities near the
equator than above 15 degrees. On the other hand, there is little difference between high
and low latitudes for the lowest band, (0.3-0.5)fce, in this local time sector.

The Dayside

The dayside 12-15 LT sector is shown in Figure 9, for L=5-6 and Kp>lo. The spacecraft
visited the near-equator region 55 times, most commonly for 70-80 minutes each. The 15-
29 degree latitude range was visited 101 times, typically for 30-60 minutes each.

In the highest whistler band, the largest spectral densites are again observed near the

equator. In the middle band, values as high as 10 10 are seen in both latitude ranges. In
contrast to these, the largest spectral densities in the lowest band, (0. l-0.3)fce, are most
likely to be seen in the 15-29 degree latitude range instead of the near-equatorial region.

Spectral Density per Visit vs. Kp and Local Time

Spectral densities for all local times, one latitude and L-shell range, and one whistler band
are plotted vs. Kp in Figure 10. The data are for latitudes of 5 degrees or less, L=5-6 and
frequency band (0.1-0.3 )fce. The largest mean spectral densities per visit occurred in the
midnight (21-06 LT) sectors.

In dawnside local time sectors, there is an approximately proportional relationship between
Kp and mean spectral density. This proportionality vanishes, however, for 12-21 LT. In
this sector, there seems to be no relationship between the mean spectral density per visit
and Kp at the time of measurement.

The lack of proportionality between Kp and spectral densities from 12-21 LT may arise
from the drift time of the electrons that amplify these waves. In the midnight-predawn
sector, the Kp values at the time of measurement could be simultaneous with the injection
of the electrons that amplify the observed waves. On the dayside,these two may no longer
be simultaneous due to the electron drift time and the dhree-hour Kp binsize. The lack of
Kp-spectral density proportionality after 12 LT suggests that electrons may drift there in
about 1.5 hours or more. An upper limit of electron energy may be roughly estimated from
this time limit. A complete drift time of 3 hours for an equatorially mirroring electron in a
dipole field at L=5.5 would be would be approximately 44 keV (estimated from Davidson,
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1977), which is an energy suitable for amplification of whistler mode waves below 0.Sfce
(man et a., 1992).

Survey Results for the (1-3)Fce Band

Figure 11 shows the mean logs of spectral density for each of the three latitude ranges, at
all local times and L- shells for the (l-3 )fce band. The means were calculated for low Kp
(<lo) and high Kp (>lo).

The largest mean spectral densities occurred within 5 degrees of the magnetic equator, in
he 21-09 (dnihz/dawn) sec, for .>-4. The lowest mean values within 5 degrees of

the equator were in the 15-18 LT sector. Between 15 and 29 degrees, e owest occured
in the 12-18 sector, a somewhat broader LT range

Although dhe (n+l42)fcc emissions tend to intensify near the equator, die spectral density
values in Figure 11 are lower than these i cations because they are averages taken
over a ±5 degree range across the equator. The intensifications are not always preent
through the entire range, either because the wavepower is more closely confined than 5
degrees or because of uncertainty in the calculatimon of the equatorial position.

Moreover, since the intensfica- os do occur mostly near the equator, the mean spectral
densities at higher ladotes above 5 degrees. are primarily descriptive of the banded
emissions that are usually present, such as those n Figure 1, orbit 515, from 1300-1400
UT. It is these banded emissions that are weaker in the 15-18 LT sector. Occasionally, they

do not even appear in that sector above 10-17 v2/m2 1-, which is at the sensitivity limit of
the instrument.

For some insight into how large the spectral densities became, histograms of spectral
densities per visit to the 00-03 LT sector at L=6-7 and Kp>lo are presented in Figure 12.
The largest visit-averaged spectral densities were 1010 v2/m2 Hz" Within 5 degrees of the
equator on one orbit in this sector, the CRRES survey detected the largest average
amplitude per visit of 0.6 mV/m.

At high spacecraft latitudes (15-29 degrees), ECH emissions occasionally intensify such
that the spectral density in the midnight L-5-7 regions could reach 10-9.6 v2/m2 Hz. Figure
13 shows an example of an ECH intensification away from the equator, in orbit 0635 at
1700 UT. The amplitude at 16:57 UT for the lowest ECH harmonic, (ll/ 2 )fce, was 0.3
mVA/.

Also contributing to the (1-3)fce band were impulsive broadband features of the type seen
at 1230 UT in orbit 0515 (Figure 1). During magnetically disturbed times, when the local
magnetic field and electron cyclotron frequency is reduced, the broadband power above the
electron cyclotron frequency may be observed by the spectrum analyzer/search coil antenna
on CRRES. A magnetic component is sometimes observed above the cyclotron frequency
for the broadband features.

Figure 11 shows mean logs for quiet Kp levels (Kp<=lo). Mean spectral densities did not
15 2 2-- ,17 22.exceed 2x10" v2/m2Hz near the equator and 9x10"v m/m2Hz above 15 degrees. On thenightside, the most intense region is further from the Earth than during Kp>lo.
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Discussion

The Dayside, Off-equator Intensity Maximum

The dayside, off-equao intensi maimum in the (0.1-0.3)fce band is a prominent feature
of the whistler data. This phenomenon appears clearly in the lowest frequency whistler
band and may extend below it, as orbit 1049 (Figure 7) suggests. Orbits such as 1049 and
the isolation of this effect to the whistler band below 0.3 fce suggest that the power is at
least roughly associated with the local electron cyclotam frequency.

The high latitud (>15 degrees) whistler power was in some cases observed to decrease in
frequency as the spacecraft moved outward, over distances of as much as 2Re, before
fading. Orbit 1049 in Figure 7 is an example of this. These decreases were not clearly
contolled by either the local cyclotro frequency or the equatorial cyclotron frequency for
the field line of the spacecraft. Nevertheless, it is possible that the waves might be amplifed
at the equator and then propagate to the spacecraft, although not necessarily on the field line
of amplification.

If the whistlers are amplified at the equator, however, it is remarkable that the observed
disparity in spectral densities exists between high and low latitude measurements. Figure 9
shows that CRRES visited the 12-15 LT, L-5-6 sector 56 times for latitudes <-5 degrees,
and 101 times above 15 degrees. Visits to latitudes above 15 degrees on the dayside were
separated from visits to the equatorial region by at least 10 hours, since the spacecraft
inbound leg is at different local times and latitude bins than the outbound leg. In the (0. 1-
0.3)fce band, CRRES observed mean spectral densities per visit of 1-9 and 10' a total of
48 times for latitudes above 15 degrees, compared to twice near the equator (<- 5 degrees).
The high-latitude distribution is peaked at 106, while the near-equatorial distribution is
peaked near 10-11 v2/m2Hz This could occur if equatorial visits happened to be during
times when wave power was weak at all latitudes on the dayside.

As a test of this possibility, the distribution of Kp values at each visit to the dayside regions
was compared to the mission Kp distribution with a chisquare test, to see if samples were
made under a variety of magnetospheric condtions. Kp values for the 12-15 LT sector at
high latitudes and L-4-7 were in good agreement with the mission Kp distribution, with at
least 85% probability of exceeding chisquare. Near the equator, the probability was 40%
for the L,=6-7 region, and at least 60% for L4-6. This suggests that the dayside regions
were sampled under a range of conditions similar to those during the mission as a whole.
CRRES should have found itself on the dayside equator during times of strong whistler
power just as often as it did above 15 degrees.

It is also possible that the most intense whistlers were amplified on the equator further
away than 6.3Re, the CRRES equatori apogee, and arrived at CRRES off-equator
positions via unguided propagation. The equatorial CRRES positions might not be as
accessible for such a source. It should be noted that the mean spectral density at the highest
dayside latitudes for L=7-8 is less than for L=4-7. At L-7-8, CRRES should be closest to
a source region in the high latitude magnetic field minima.

Thorne et aL (1973) and references therein suggested that some whistler waves may leak
from inside the plasmasphere from high latitudes on the dayside. The plasmapause density
gradient is expected to be weaker there than on the nightside because of the outflow of
ionospheric plasma. Thome, et aL also expected Landau damping of the escaped whistler
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waves by ring current protons. Outside tde plasmasphere, this power might still be below
the local electron cyclotron finuency, since whistler power inside the plasmasphere is
quite often observed to be peaked at under I kHz and is usually below the local lower
hybrid frequency (Lyons et al., 1972 and references therein).

Russell et al., (1969) observed ELF hiss (100-1000 Hz) on OGO 3. They found on the
dayside a larger occurrence of steady hiss between 30-50 degrees latitude and beyond L=5
than on the equator.

Tsurutani & Smith (1977) used an OGO 5 search coil experiment to classify chorus
(whistler mode waves) as either equatorial or high latint . The equatorial chorus was
found in the postnidnight and post-dawn sectors. High-latitude chorus, found at magnetic
altitdes above 15 degrees, occurred mainly on the dayside, between 08 and 16 LT. The
high latitude source was within 1-2 Re of tde magnetpase. The authors concluded that
this type of chorus might be amplified where the magnetic field minimizes, at latitudes of
20-50 degrees on the dayside, due to compression by the solar wind (Roederer, 1970).
These minima in B am lower than at the equator on the same field line. The high latitude
chorus observed in their study had peak occurrences with frequencies of either less than
0.l5fce, or else of (0.2 5 -0.3 0 )fce, where fce is the local electron cyclotron frequency. On
CRRES, such waves would be observed at lower fractions of the local electron cyclotron
frequency.

Parrot and LeFeuvre (1986) studied ELF hiss with GEOS-I and found that outside the
plasmapause, there is a peak occurrence for 11-13 LT and 20-30 degrees magnetic latitude.
They calculated propagation directions and concluded that just outside the plasmapause, the
observed ELF could be either leakage from the plasmasphere at high latitudes, or a source
region at latitudes above 20 degrees. Far from the plasmapanse, they concluded that an
equatorial source region existed for ELF hiss.

The Localization of Whistlers Near fc*/2 to the Equatorial Region

The (0.5-1.0)fce band and the (0.3 -0.5)fce band cover the whistler waves above and below
the gap that often occurs at 0.Sfce. In the (0.5-1.0)fce band, the mean spectral densities
peak in the 03-06 LT sector on the equator. In this sector, the upper band spectral densities
fall off faster with latitude than those of the middle band, (0.3 -0.5)fce. For L-5-6 in this
LT sector, their ratio is 0.7 for latitudes of five degrees or less, 0.01 for 5-15 degrees and
0.23 for 15-29 degrees. At the highest latitude range, the two bands have comparable
values.

In the same sector and L-shell range, the lowest band, (0.1-0.3 )fce, had a mean spectral
density of about one-third of the middle band, (0.3 -0.5)fce, within five degrees of the
equator. However, above 15 degrees, the ratio reversed, and the lowest band had a mean
value two orders of magnitude greater than that of the middle band. The lowest frequency
band has more power further from the equator than the higher frequency bands. This may
again point to an off-equator source or else to low frequency wavepower that more closely
foClows the magnetic field away from the equator than the waves in the upper bands.

Whistlers in the upper band were not usually seen above approximately 10 degrees,
however those in the lower band would appear at higher latitudes. Hayakawa et al. (1984)
calculated wave normal directions of chorus emissions above and below the gap at GEOS 2
(L=6.6). They found that above the gap, the chorus wavenormal angles were close to the
resonance cone and the waves were consequently quasielectrostatic. In that case, their
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phase speed would be small and they might Landau dampen before propagating far from
the equator. The group velocity of these quasie t waves might also keep them in
the equatorial plane, propagatng at large angles to the magnetic field. Below the gap,
wavenormal angles were found to have a range of values below the resonance cone.

The gap may sometimes be seen at higher latitudes, though. Muto et al. (1987) published
two events from GEOS I in which a gap in whistler power was observed at 17 and at 26
degrees latitude on the dayside. L values were 7.6 and 8, respectively. These regions were
not covered well by CRRES due to the ending of the mission. They concluded that these
waves were excited at the equator and propagated to higher latitudes, even though the
wavencxmal angles at the equator were estimated via my-tracing to be close to the
resonance cone. At the point of observation, however, the 26 degree latitude event had a
wavenormal angle 15-20 degrees inside the local resonance cone.

There is a local time difference in the spectral densities for the nominally electrostatic wave
band, (l-3)fce, and the highest whistler band, (0.5-1.0)fce. The upper whistler band has
the highest mean spectral densities in the 3-6 LT sector, for L,=5-7. The mean spectral
densities per visit to these regions ams peaked in the 10-9 to 10-11 v2 /m2 Hz range. In
contrast, the largest mean values for the (1-3)fce band ar more extended in LT, particularly
in the midnight sector, from 21 through 09 LT (Figure 11 (ECH) and Figure 5 (whistler)).
Roeder and Koons (1989) expected a local time difference between the occurrence of ECH
waves and whistler waves. Since the two types of waves have different energy
requirements for amplifying particles, the LT pattern would be depend on the convection
patterns of the two particle populations.

ECH Waves

A great deal of work has been done with regard to the narrow-band nature of ECH waves,
their tendency to intensify at the equator, their amplitudes and their capacity to precipitate
electrons and cause the diffuse aurora (Shaw & Gurnett, 1975; Christiansen et al.. 1978;
Hubbard & Birmingham, 1978 and Roeder & Koons, 1989). More recently, CRRES data
were used to study the intensities of the harmonics (Paranicas et al., 1992). Belmont et al.
(1983) and Roeder & Koons (1989) concluded from satellite surveys (GEOS 2, SCATHA
and AMPTE IRM) that sufficiently large amplitudes rarely occurred, and ECH waves could
not be considered a significant contributor to the diffuse aurora. The spatial distributions of
power in the (1-3)fee band in this survey are in general agreement with the ECH survey of
Roeder & Koons (1989). CRRES spent more time inside of geosynchronous orbit than
either SCATHA or IRM, improving sampling there at latitudes up to 28 degrees.

Filbert & Kellogg (1988) used the work of Ashour-Abdalla et al. (1979), together with
their calculation of ECH wavenumbers, to estimate the energy of the warm electrons
responsible for ECH wave amplification to be between tens and hundreds of eV. Belmont
et al. (1983) calculated the minimum wave amplitude for strong difffusion at L=7. For the
cases of resonant particle energies of 200 eV and I keV, they calculate amplitudes of 0.6
mV/m and 2 mV/n, respectively. Roeder & Koons (1989) estimate from the calculations
of Belmont et al. (1983) and Coronid (1985) that ECH amplitudes for strong diffusion for
1 keV electrons in the L=4-8 range should be 1-14 mV/m (the higher is for lower L
values). In none of the equatorial regions sampled by CRRES was the mean amplitude per
visit greater than 0.6 mV/m.

The (1-3)fce band measurements include the contributions from broadband features as well
as those from the ECH emissions. Some examples of the broadband waves may be found
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in orbit 0515, Figure 1, from 1200 to 1240 UT. These impulsive waves extended from
below fce up to approximately the continuum radiation. They were observed at all latitudes.
Nevertheless, the results of this survey are consistent with the conclusions of Belmont et
al. (1983) and Roeder & Koons (1989) that amplitudes in this band are rarely strong
enough to cause the strong diffusion expected for the diffuse aurora.

Roeder & Koons (1989) also noted a latitudinally isolated population of ECH waves at 18-
20 degrees latitue. CRRES observed ECH enhancements up to 10"9"7 v2/m2Hz at latitudes
up to 25 degrees. In the midnight sector, these events helped raise the off-equator mean
spectral densities to within two orders of magnitude of the largest mean values on the
equator.

Summary

In the two highest whistler bands, (0.3-0.5)fce and (0.5-1.0)fce, the highest mean spectral
densities were in the 03-09 LT sector for L=5-7. The power in the (0.5-1.0)fce band is
concentrated within about 10 degrees of the equator. The local time pattern is consistent
with amplification by substorm-injected electrons.

The lowest whistler band also shows a dawnside peak in mean spectral density, however
the peak moves around to the dayside with increasing latitude. For L=4-7, the mean
spectral densities in the 15-29 degree dayside region exceed those within five degrees of the
equator. These waves may be escaping from the plasmasphere, or coming from the minima
in magnetic field at high latitudes on the dayside, or from a distant equatorial source beyond
the plasmasphere. Since the mean intensity falls off for L=7-8 on the dayside, the
minimum-B regions may not be the dominant source.

In midnight-dawn local times, there is a roughly proportional relation between the mean
spectral density per visit and Kp at the time of visit. This relation vanishes for 12-21 LT. If
it takes more than three hours for injected electrons to drift to noon LT and amplify whistler
waves, the Kp at the time of amplification would not be the same as Kp at the time of
injection. This drift time is consistent with electron energies of tens of keV at L=5-6.

In the ECH band above fce, the largest mean intensity is in the midnight-dawn sector,
within 5 degrees of the equator. The largest mean amplitude per visit was on the equator in
the midnight sector and L=6-7, at 0.6 mV/m. The 15-18 sector had the weakest ECH
waves. In some cases, they were not detectable at the 10"17 v2/m2 Hz level in this region.
Occasional off-equator intensifications of ECH waves contributed to off-equator midnight
mean spectral densities that were only two orders of magnitude less than the largest
equatorial mean values.
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1. Introduction

From 1 April, 1992 to 30 June, 1993 1 was employed by the Southeastern Center for
Electrical Engineering Education (SCEEE) as a Geophysics Scholar for the
Geophysics Directorate of Phillips Laboratory, Optical Environment Division,
Backgrounds Branch. My effort focal points were Stephan D. Price and Frank 0.
Clark.

During this period I was involved in a variety of projects, as described below. In all,
I attended three conferences and published four papers. Additional publications
based on work done during the last year should be forthcoming.

2. Effort Activities

When I arrived at the Geophysics Directorate, I first prepared two chapters of my
dissertation for publication. While working on these, two previously submitted
papers appeared in press (LeVan et al. 1992; Landau, Grasdalen & Sloan 1992). My
dissertation focused on observations made with the Air Force Geophysics Lab.
Infrared Array Spectrometer (GLADYS), reduction methods developed for data from
this instrument, and results for some celestial objects. The two chapters submitted
in the summer of 1992 covered the results of maximum entropy reconstructions of
images of a Orionis, a late-type oxygen-rich supergiant with an extended dust shell
(Sloan, Grasdalen, and LeVan 1993a) and the Red Rectangle, a bipolar nebula
centered on the star HD 44179, well known as a source of the unidentified infrared
(UIR) emission features (Sloan, Grasdalen and LeVan 1993b). An additional chapter,
describing in detail oar m .axmum entropy reconstruction algorithm is still in
preparation (Sloan and Grasdalen 1993).

While these articles were being prepared, I also attempted maximum entropy
reconstruction of GLADYS data taken in February, 1991 of the planetary nebula
NGC 7027. This nebula is another well-known source of the UIR emission features
and is spatially extended on a scale of several arcseconds. Unfortunately, the
signal/noise of the data was not high, partly because they were taken with the slit
oriented north/south, instead of NE/SW along the brightest regions of the nebula. As
a result, the reconstructions did not provide sufficient spatial resolution to justify
publishing the results.

I devoted most of the summer to in-house projects for Steve Price and Frank Clark.
I first prepared a catalog of known sources of UIR emission (roughly 100), and then
began to work on a more extensive catalog of bright infrared sources. Concurrent
with this was an effort to check the spectral templates of Martin Cohen for five
standard stars. These templates were constructed by splicing spectra from a variety
of sources together to cover the wavelength range 2-30 Pm. They provide the best-
calibrated spectra available for the standard stars a Lyrae, a Canis Majoris, a
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Boates, a Tauri, and P Pegasi. By combining photometric data from the Catalog of
Infrared Observations (CIO; Gezari, Schmitz, and Mead 1987) and the spectral
database from the Infrared Astronomical Satellite Low-Resolution Spectrometer
(IRAS LRS), I was able to show that Cohen's spectral templates were at least as good
as the available data. These comparisons were presented at the Infrared Celestial
Backgrounds Review held at Utah State University 14-15 July, 1992. Work on the
catalog of bright infrared sources eventually culminated in a catalog of 348 sources
with 12 pm fluxes brighter than a magnitude of -2. We are still planning to use the
CIO and LRS to produce spectral energy distributions for all of the sources so that
we may develop classification schemes from the database.

One small project pursued at this time was assisting with a proposal by Gary
Grasdalen, J.A. Benson, and Tom Hayward to refurbish the 10 and 20 pm 6-channel
spectrometers at Wyoming by installing two-dimensional arrays. This proposal did
not receive funding from the National Science Foundation. A more involved effort
was a proposal with Charles Woodward to observe the Red Rectangle with a long-slit
spectrometer at 3.3 and 3.4 pm at Kitt Peak National Observatory. The initial
proposal to observe in the spring of 1993 was rejected, but we resubmitted the
proposal and received two nights for November, 1993.

The departure of Paul LeVan from the Geophysics Directorate made it necessary for
me to step in and take his place in the project to refurbish GLADYS. The plan was
to completely replace all of the electronics in this instrument, the clock-drives, the
array inputs, the pre-amps, the analog-digital converters, and the co-adder
electronics, with equipment from Wallace Instruments in Ithaca, New York. This
project also involved Peter Tandy, an engineer here at Phillips, and Bruce Pirger, a
summer student from Cornell. By the end of the summer the electronics were
working on their own, and in the fall we integrated the electronics with the detector
array. Gary Grasdalen and James Weger flew out from Wyoming in November to
assist in a series of tests to calibrate the system and determine its capabilities.
Initial estimates that we had solved serious problems with the older system and
improved the noise by a factor of ten later proved to be correct.

While working with GLADYS, I also began a study of an interesting 13 pm emission
feature associated with the strong silicate emission feature at 10 pm seen in some of
the LRS spectra. This investigation has continued through the winter and is now
approaching publication. Preliminary results were presented at the summer meeting
of the American Astronomical Society (AAS) in Berkeley (LeVan, Sloan, & Little-
Marenin, 1993). We have found 73 sources of the 13 pm emission feature. The
typical source is a giant of spectral class M6 or M7, a semi-regular variable (SRb),
and has an LRS characterization of 14-15 or 21-24 (weak silicate emission
superimposed on a stellar continuum). When we complete work on comparison
samples of galactic Mira and SRb variables, we will be ready to publish our results.
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For the most part, my work since the fall has focused on GLADYS. Our first
observing run at the Wyoming Infrared Observatory (WIRO) was scheduled for late
February, and a tremendous amount of lab work and programming had to be
completed before then. One break was the winter AAS meeting in Phoenix, where
I presented my methods of data reduction for long-slit spectroscopy and the results
from my dissertation (Sloan 1993). A second diversion was the preparation of a
proposal to the NASA Astronomical Data Program with Bob Stencel and Martin
Cohen to study the LRS database to better understand the nature of stellar
photospheres and dust shells in the 7-25 pun regime. Finally, during this period I
also prepared a Report of Operations of the Air Force Geophysics Laboratory Infrared
Array Spectrometer, presently in press as technical report PL-TR-93-2012 (Sloan,
LeVan, and Tandy, 1993)

The first observing run at WIRO was a limited success. Peter Tandy and I were met
by Bruce Pirger in Laramie during the week of 20-26 February. Pirger had brought
with him the last of the hardware to integrate with GLADYS and by the first night
of the run, the integration was complete. The run, which ran from 27 February to
5 March, was flawed by poor observing conditins and by technical problems typical
for a first run with new equipment. We did manage to obtain data on a variety of
objects. We confirmed that the noise equivalent flux density was about 10 Jy Hz4",
as estimated in the fall. This meant that we had improved the system noise by a
factor of 10 over the old electronics.

Preliminary reductions of the data from this run were presented at the summer AAS
conference in Berkeley (Sloan et al. 1993). These consisted of both spectra and
spatiograms (plots of the width of an object as a function of wavelength) for AFGL
2688 and IRC+10216, both highly evolved carbon-rich stars, and a Orionis. Further
processing of the data await the solution of our calibration difficulties. The
flatfielding algorithm is complicated by the non-linear nature of the response
functions of the pixels on the array. A rough algorithm has been developed, but a
more precise method requires dark current measurements. Since GLADYS has no
dark slide, this entails opening and temporarily modifying the dewar. Once the data
can be properly calibrated, we will be able to apply maximum entropy reconstruction
to these spatially extended sources. This step should produce some exciting results.

Peter Tandy and I returned to Wyoming, working in Laramie 21-25 June, and
observing at WIRO 26-30 June. This second run was flawless from an engineering
standpoint, but again the weather was marginal. Most of the data obtained consisted
of careful observations of standard stars to test the assertion of Martin Cohen and
collaborators that the spectra of late-type stars have an absorption feature at 8 pun
due to SiO absorption. This is evolving into a separate project to study the
dependence of this absorption with spectral type and to parameterize it with physical
models. We obtained additional data on NGC 7027 (with a NE/SW slit), and other
planetary nebulae such as ERAS 21282+5050. We are planning to apply maximum
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entropy reconstruction to these data in the future. Further observations, made in
collaboration with Charles Woodward, were of Nova Aquila 1993. We plan to monitor
this and other novae in the future.

An analysis of the signal/noise aspects from this run indicates that the noise was
higher than it was in March. We suspect that the co-adder may be noisier when
operating at higher temperatures. It has become clear that the system is not
background limited. The noise equivalent flux density is roughly a factor of 4 larger
than that expected from counting noise from the flux from the telescope and sky.
Hopefully, we will be able to identify and eliminate some of the noise sources in the
co-adder in the near future.

3. Conclusion

The Geophysics Scholar program has been replaced by the Phillips Laboratory
Scholar program, administered by the Northeast Consortium for Engineering
Education. I am now supported by this new program and will continue the projects
I have described. Some of these are nearing fruition and their results will soon be
prepared for publication. First among these is the study of sources of 13 pm
emission. The calibration issues with GLADYS should soon be understood, and this
will allow completion of the studies of silicon monoxide in late-type giants, and the
spatial variations in spectral behavior of the evolved stars AFGL 2688 and
IRC+10216 and the planetary nebulae NGC 7027 and IRAS 21282+5050.
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Spatially Resolved 10 im Spectra of Circumstellar Material

around Evolved Stars

G.C. Sloan (Phillips Laboratory)

Using a long-slit 10 pm spectrometer and new data analysis techniques,
I have resolved and studied the circumstellar emission from two evolved
stars, a Orionis and HD 44179. Maximum entropy reconstruction of a
Ori reveals that emission from the object arises from two sources, an
unresolved photosphere and an extended region of silicate dust emission.
Reconstructions of HD 44179 resolve it into a cool central continuum
source embedded within an extended region emitting the unidentified
infrared (UIR) emission features at 7.7, 8.6, 11.3, and 12.7 Am. As the
distance from the central source increases, the strength of the 7.7 im
feature decreases with respect to the 8.6 and 11.3 pm features, and there is
an enhancement in the strength of the 11.3 pm emission roughly 1.5 arcsec
from the central source. These results indicate that the UIR carriers are
forming roughly 0.5 arcsec from the central source and evolving as they
move outward.

Abstract submitted for the 181st meeting of the AAS, Phoenix, AZ
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Sources of the 13 IA= Emission Feature Associated with Silicate
Dust

P.D LeVan, G.C. Sloan (Phillips Lab.), I.L Little-Marenin (Wellesley
and Colorado)

We have carefully searched the Atlas of Low-resolution Spectra (IRAS
Science Team 1986, ASA Suppl., 65, 607; Volk and Cohen 1989, AJ, 98,
931) for sources of the 13 im emission feature associated with silicate
emission at 10 pm first discussed by Little-Marenin and Little (1988,
ApJ, 303, 305). We have identified 73 spectra for which the 13 pm
feature is detected at 4a or better. In several cases, we have confirmed
the existence of the feature using GLADYS, the Air Force long-slit 10 ipm
spectrometer, at the Wyoming Infrared Observatory.

Our sample of 13 pm emission sources are nearly all late M giants, the
majority of type M6 or M7. Variability types exist for 54; over half are
SRb variables, while the remainder are fairly evenly divided among Miras
and classes SRa and Lb. Most of the sources have LBS characterizations
of 14, 15, or 21-24, i.e. weak silicate emission at 10 pm. The shape of
the silicate emission feature varies from a nearly classic 10 im profile
broadened at longer wavelengths to a double-humped profile with peaks
at both 10 and 11 pm. In the scheme of Little-Marenin and Little, these
shapes would be characterized as Sil+, Sil++, and 3-component. The
root mean square radial velocity of our sample is 31 km/sec. The mean
angle from the galactic plane is 29 degrees, and there are no obvious
dependencies with galactic longitude. These properties indicate that our
sample consists of old Population I AGB stars.

We have also investigated how the strength of the 13 pm emission varies
with spectral type, class and period of variability, LRS characterization,
10 pm feature width, and galactic position. We find no correlation with
any of these properties, indicating that the 13 pm emission is not unique
to any specific class of Population I AGB stars. There is no strong evi-
dence for the contention that the 13 pm sources are precursors to S stars.

Abstract submitted for the 182st meeting of the AAS, Berkeley, CA
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Spatial Structure in the Infrared Spectra of Three Evolved Stars

G.C. Sloan, P.C. Tandy (Phillips Lab.), B.E. Pirgmr (Cornell), T.M.
Hodge (Wyoming)

We have spatially resolved three evolved sources using GLADYS, a
long-slit 10 pzm spectrometer, at the Wyoming Infrared Observatory.
These observations, made in 1993 March, were the first for GLADYS
after a complete replacement of the detector drive electronics, ADCs,
and hardware co-adder. We studied each source in a north/south and an
east/west slit orientation. For each set of observations, we Ait a g.assin
to the spatial profile at each wavelength to create a spatiogram, or plot
of the width of the spectrum as a function of wavelength.

In both slit orientations, the spatiogram of a Orionis is widest at 10
pm, where the contribution from the silicate dust in the circumstellar
shell is strongest. The FWHM at 10 pzm is 2.0 arcsec, while our point-
source comparison has a FWHM of 1.6 arcsec. These results are very
similar to those presented for a N/S slit by Grasdalen, Sloan, and LeVan
(1992, Ap3, 384, L25). IRC+10216 is also resolved in both slit orienta-
tions, having a FWHM of 1.9 arcsec at 11 pm, compared with 1.5 arcsec
for a point source. No spectral structure is apparent in the spatiograms,
indicating that there is little change in the spectral character of the emis-
sion across the source. AFGL 2688 (the Cygnus Egg) is clearly resolved
in the N/S slit orientation, where its FWHM at 11 #m is 2.2 arcsec, but
its spatiogram in the E/W slit orientation is barely distinguishable from
that of a point source.

Abstract submitted for the 182st meeting of the AAS, Berkeley, CA
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GAS-PHASE ACIMrTIS AND hIEFL•IRCMN ATTAC-HMENT PROCSEFS OF

TRANS1TON-MVETAL HDIE

by

Amy E. Stevens Miller

The gas-phase acidities of thirteen transition-metal hydride complexes were

determined by bracketing or equilibrium proton-transfer reactions with reference anions

and their conjugate acids. All the complexes examined are strong gas-phase acids, with
several superacids, comparable in acidity to triflic acid. Electron attachment to the

superacids shows the rates to be about 1/10 collisional, but increasing with temperature.

The electron attachment rate coefficients to the carbonyl hydrides and Ni(PFs ), are near

the collisional limit. Electron attachment to the perfluoro compounds SF., SF4, PFs.

PFs, NF3, and WF. was also studied. These complexes show a range of behavior in rate

coefficients and in temperature dependence; neither rate coefficients nor the activation

enthalpies show any obvious dependence on the electron affinity of the compound nor

exothermicity of a dissociative attachment channel. Additional studies include

determinations of the electron affinities of SF, and PFs, and examination of the ion

chemistry of Fe', C2 and HC2", C20, and the OH" + NO system.
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1. INTRODUCTION:

A variety of Air Force applications require the control of electron density in
plasmas, such as found in the atmosphere or in engine exhausts. The gas-phase acidity of
a compound can be one indication of its potential as an electron scavenger. This is
illustrated for a molecular hydride, "MH", whose gas-phase acidity (or more strictly, the
enthalpy for the dissociation into the free anion and free proton) is given by eq (1),

A-lacid[MH] = D[M-HJ - EA[MI + 313.6 kcal/mol. (1)

In eq (1), D(M-HI is the M-H homolytic bond enthalpy, EA(M] the electron affinity of
the M radical, and the ionization energy of hydrogen, I.E.[HM is 313.6 kcal/mol. Weak
gas-phase acids, e.g., CH4 or NHs, will be relatively difficult to dissociate into the anion
and proton, and have large values for AH'acid. Eq (1) shows this can be viewed in terms
of a large difference between D(M-HI and EA[M'. Strong gas-phase acids, e.g., HI or
CF3 SOs H, are much easier to dissociate into the anion and proton, and have small values
for AH acid' corresponding to a small difference between D[M-H] and EA[M].

The gas-phase acidity of a compound is related to attachment of a thermalized
electron, eq (2), for which the enthalpy of the attachment process is given in eq (3),

MH + e" (thermal) - M_ + H. (2)
'anachmenW = D[M-H] - EA[M] - 1.48 kcal/mol. (3)

As can be seen in eq (3), there is a slight enthalpy provided by the free electron at
any temperature; in eq (3), the thermal enthalpy of the electron at 298 K, or 1.48 kcal/mol
is used illustratively. As in eq (1), the important energetic quantity is the difference in
D[M-H] and EA[M]: if D[M-HI < EA[M] + 1.48 kcal/mol, the electron attachment
process of eq (2) is exothermic. An examination of eqs (1) and (3) shows that this
energetic requirement for exothermicity of eq (2) is equivalent to a requirement for the
gas-phase acidity, AI*acid : 315.1 kcal/mol.

The utility of these strong acids can be found in the ability to attach an electron to
form a closed-shell, and hopefully unreactive, negative ion. The search for strong acids
prompted our examination of a number of transition-metal hydride complexes, which we
expected to be strong acids based on solution aciditiesI and known thermochemistry. 2

II. OBJECTIVES OF THE RESEARCH EFFORT:

Prior to my tenure as an Air Force Geophysics Scholar, I synthesized several
transition-metal hydride complexes and made preliminary determinations of their

gas-phase acidities at the Geophysics Laboratory.3 We found the hydrides to be strong
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acids or gas-phase superacids. The objective of my Geophysics Scholar research effort
was to provide more accurate acidity determinations for those compounds, synthesize
additional metal hydrides and determine their acidities, and determine the kinetics and

products of the thermal electron attachment to the compounds. Although the hope was
that the study of the electron attachment reactions themselves would be the top priority,

this study required the moving of the Flowing Afterglow/Langmuir Probe (FALP)
apparatus from Oklahoma, and turning into a 'working" experiment by addition of a

substantial amount of additional equipment, optimization of the apparatus (e.g., inlet
design), and incorporation of new software for data analysis (installed in the Fall 1992 by
Patrick Spanel and David Smith). Only then were we able to concentrate on how to
prepare samples and obtain accurate attachment rate data, particularly for compounds
with attachment rates near the theoretical limit.

A second thrust of the research was to have been an examination of the reactions of

the metal anions produced by eq (2) with species important in atmospheric chemistry
(e.g., 02, NO, Os, H20), and in combustion mixtures (e.g., 0, H). No progress was
made on this objective.

Other objectives of the work evolved during the period of the Geophysics Scholar
tenure. One objective became a general understanding of both dissociative and
non-dissociative electron attachment processes, particularly with respect to perfluorinated
compounds (e.g., SF4 , PFs). In related studies, I participated in electron affinity
determinations for SF4 and PFs.'4 5 We also examined attachment to non-superacids
[HMn(CO)s, HRe(CO)a ], complexes with only trifluorophosphine ligands [Ni(PF3 ), 4,

and the deuterated complex DCo(PF3)4. I also contributed to studies on other anions,
including Fe-,6 C2 - and HC2",7 C2 O-,8 and the HO' + NO system.9

IlI. GAS-PHASE ACIDITIES OF TRANSITION-METAL HYDRIDES

a. Methods. The preparation of the metal complexes was often the slow step in the
research. In order to obtain facilities for the preparations, particularly the requirement for
a good fume hood, John Paulson arranged for laboratory space for me in the Chemistry
Department at Boston College. In addition to my vacuum/inert gas manifold and
synthetic equipment, I had access to departmental instruments, all of which were crucial
to some aspect of the syntheses. All metal hydride complexes were prepared by methods
reported in the literature.3 Goals of the research were roughly met, in that the compounds

chosen for synthesis allowed study of successive PF3 substituents, some middle to late
transition-metals, and some examples of first versus second and third-row metal
substitution, and the effect of other ligand substitutions [cyclopentadienyl (Cp), NO].
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The rate constants and ion products for the ion-molecule reactions studied here

were measured using a selected-ion flow drift tube (SIFDT), at the Geophysics

Laboratory, which has been well-described elsewhere. 10 Some detail on handling these

particular chemical systems follows.

For the CpM(CO) s H complexes the SIFDT instrumentation was not adequate, as it

does not have the necessary resolution to study these high mass complexes for which the

central metal has extensive isotopes. For this reason, we used an afterglow reactor, which

is equipped with an Extrel quadrupole and associated electronics, currently operating to

%,600 amu with unit mass resolution. The disadvantage of this system is that the ionizer is

located in the upstream end of the flow tube, rather than in a remote source with mass

selection of the primary ion. In general, we were able to select reagents which gave the

reference anion as the major ion, and for which the metal anion produced by proton

abstraction did not go on to react with the neutral used to create the reference anion. This

instrument was designed for examining the kinetics of electron attachment reactions, and

is equipped with a Langmuir probe. This probe proved crucial for the success of this

work, as we found that if free electrons were allowed to persist in the flow system,

erroneous kinetics and products were observed on the addition of the neutral metal

reagent. In all cases the electron density was determined to be negligible at the neutral

inlet prior to the experiments. Often the reagent used to create the reference anion could

be chosen or adjusted to achieve complete electron loss, or on occasion 02 was added

prior to the microwave to alter the chemistry in such a way as to remove free electrons.

Generally the metal complexes were amenable to study. The percarbonyl

complexes tend to be air, heat, and light sensitive, but the trifluorophosphine complexes,

with even partial substitution, are generally quite stable. All complexes were protected

from light while in use. The complexes do not exhibit the redox chemistry which makes

most main-group acids, such as fluorosulfonic or trifluoroacetic, quite caustic. If wet, the

PFs complexes do etch glass slowly--presumably by slow hydrolysis of the PF3 ligands

to make HF. No difficulties were found in handling the pure, dried complexes.

To obtain the kinetics of ion molecule reactions it is necessary to know the

concentration of the neutral reagent, which is done by measuring the reactant mass flow.

The reactant flow was measured by using a heat-transfer type flow meter (MKS),

calibrated for N2. A conversion factor for other gases depends on the heat capacity of the

flowing gas. The conversion factors for the metal hydrides were estimated from the heat

capacity for gaseous Ni(CO)4 , from which a conversion factor of 0.187 for Ni(CO)4

relative to N2 is derived. A second method to derive a conversion factor was to take a

known mixture of HMn(CO)s or HRe(CO)s in argon, and determine the variation in the
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"apparent" rate constant as a function of mixture percent. These tests gave a conversion

factor of 0.20 ± 0.03, which was then used for all the metal hydrides. The inherent

calibration errors suggest the rate constants reported here are generally accurate to only

±35%, although rate constants are reproducible to with 5-10%. Rates reported for a series

of ion reactants with a single metal hydride have a relative error of only %, 10%, since

most of the overall error pertains to the flow calibration. Errors for rate constants

reported for HMn(CO)4 (PFs) and HMn(CO)(PFs)4 have errors %,50%, since they

depend on additional factors, including the rate constants for HMn(CO) and

HMn(PFs )s, and any mass discrimination of the mass spectrometer used for

determination of the component ratios in the mixtures used to study these complexes.

The CpM(CO)3 H complexes have very low vapor pressures, which necessitated

their addition as the vapor from powdered samples held in a glass bubbler with argon as a

carrier gas. This method can be used to determine the concentration of the entrained

complex, if the vapor pressure of the complex is known, and the pressure of the carrier

gas determined (at each flow rate). We did not have a system capable of measring the

vapor pressures of these complexes at the time the data were taken, and will not report the

relative rates of proton abstraction from the hydrides at this time. The 18-electron metal

anions were readily produced by adding the entrained complexes just after the microwave

ionizer, and rates of their reaction with reference acids determined and reported here.

All the reference acids introduced as reactant neutrals are quite caustic, and this

necessitated frequent cleaning of the reactant flow meters. (CF3 SO2) 2NH has a very

low vapor pressure (,W0.1-0.2 Torr), and was introduced by passing a flow of argon over

the solid sample held in a glass bubbler located after the argon flowmeter. HI was

purified by trap-to-trap distillation prior to use. Flowmeter calibration factors for the

neutral acids were determined by known or estimated heat capacities.

The halide ions were produced by dissociative electron attachment to methyl

halides or trifluoromethyl halides; other anions were generated from the acid, anhydride,

or ester, P03 - was generated from dimethyl phosphite; FSO3 -from a 3:1 mixture of SF,

(or SFe) and S02. The (CF3 S02)2 NH was a gift from D. DesMarteau; all other

reagents were purchased from commercial sources and used as supplied.

Mn 2 (CO) 1 o and ReMn(CO) i o were introduced into the source by passing argon

or helium through the powdered sample held in a glass bubbler located after the flow

meter;, these complexes were used to produce Mn(CO)s and Re(CO)s -, respectively.

The metal hydrides were introduced as a few percent mixture in helium or PF3. All the

metal complexes decompose in the source, although the dilution helped to minimize the

speed at which the source stopped operating due to deposits of conducting metal.
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Table 1. Rate constants (in units of 10"9 cm 3 .molecul'- . 1) for proton-transfer

reactions of negative ions with transition-metal hydrides less acidic than HI.

reactant neutral

reactant ion HMn(CO)a HRe(CM)O HMn(CO), (PFs)

F " 2.1 2 .1a

CC13 1.1 - -

HCO2" - 1.1

N02" - 1.1 -

Cl" 1.5 1.5 0.92

CHF 2 CO 2 " - 0.3 -
CF3C(O)CHC(O)CHs" 0.16 NR (k<0.01)
CHC12CO 2 " - NR (k<0.01) -

Br 1.0 NR (k<0.01) 0.74
CFSCO2- 1.1
CC13CO2" 1.0 -

CF3C(O)S" 0.15 0.54

CF3C(O)CHC(O)cF3" NR (k<0.01) - 0.15

I- NR (k<0.001) NR (k<0.001) 0.12
POs" < 0.03

FSOs- NR (k<0.05)

a Ion products are Re(CO)" - (65%) and HRe(CO)s F" (35%).

b. Results. Rate coefficients for reactions of negative ions with the
transition-metal hydrides are reported in Tables 1 and 2.

Highly accurate relative acidities can be determined from the ratio of the forward
and reverse rate coefficients, kf/k, for a particular bimolecular proton transfer, as
illustrated in eq (5) for reaction of HMn(CO)6 with a reference base "X'", giving the

kf
HMn(CO)s + X" = Mn(CO)s" + HX (5)

kr
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Table 2. Rate constants (in units of 10.9 cm3 -molecule'l.s"1 ) for proton-transfer

reactions of negative ions with transition-metal hydrides more acidic than HI.

reactant neutral

reactant ion HMn(CO)x(PFs)&-x a HMn(CO)(PFS)4 HMn(PFs)s

Br- 0.62 1.07

I" 0.46 0.71 0.31

POs 0.62 0.98 0.47

FSOs" 0.49 0.93 0.31

CFs SOs- NR (k<0.002) NR (k<0.005) NR (k<0.005)

(CF3SO2)2N - NR (k<0.01)

reactant neutral

reactant ion HCo(PFs )4 b HRh(PFs )4 HIr(PF3)4

BrF - 0.25

I" 0.56 0.39 0.15

POs 0.69 0.53 0.4

FSOs" 0.62 0.44 0.19

CF3SOS" 0.58 0.29 0.0003

(CFSSO2)2N" NR (k<0.01) NR (k<0.01) NR (k<0.01)

a Sample consisted of a mixture of 78% HMn(CO)s (PFs)2 and 22%

HMn(CO)2 (PFs)3.
b Rate constant for reaction of CI " with HCo(PFs)4 is 1.0 x 10-9

cm3.molecule 1 .-s".

equilibrium constant, Keq = kr/kr, and hence the free energy change, AG'acid' eq (6),

SAG acid= - RT I n(k/kr) = AG-acd[HMn(CO)s ]- AG'acid[HX. (6)

Rate constants for reactions of Mn(CO)"s and Re(CO)s - are reported in Tables 3

and 4, with the SAG'acid calculated using the forward rate constants from Table 1.
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Table-3 Rate constants for reaction of Mn(CO)&" with acids, and acidity of HMn(CO)s

relative to the reference acid.

rate constant SAG*
3.1nlecle'l -Iacid

acid cm3 .molecule- s 1  kcal/mol

HBr 1.0 x 10"12  -4.1

CF3CO2H 3.4 x 10"11 -2.0

"Fs C(O)SH 8.9 x 10"10 +1.1

CFsC(O)CHC(OH)CF3 1.5 x 10"10 >+1.6
HI 2.7 x 10"-0 >+3.3

HCo(PFa), 1.7 x 10. 10

Table 4. Rate constants for reaction of Re(CO)s with acids, and acidity of HRe(CO)s

relative to the reference acid.

acid rate constant 8AG"
cm 3 .molecule".s" kcal/mol

HC3 4.0 x 10 12 -4.3

CHF2CO2H 3.7 x 10"10 +0.2

HBr 8.0 x 10"10 >+2.6
CF3CO2H 5.6 x 101t0 >+2.4
CF3 C(O)SH 1.7 x 109 --

Although the PFs -substituted hydride complexes all give yields of the 18-electron

anions on electron attachment in the source, the reference acids needed for examining the

reverse reactions of the strong acids are generally not amenable to study. We chose to

examine the reaction of (CF3 S02)2 NH with only one of the metal anions:

Co(PFs)," + (CF3SO 2 )2 NH -- (CFsSO2)2N" +HCO(PF3)4 (50%) (7a)

-n/e -. 559 + neutrals (50%) (7b)

Pathway (7b) is tentative, as the poor mass resolution did not allow unequivocal

identification of the ion product. [We expect to check the product mass on the FALP.]

The rate constant for reaction (7) is about a factor of 103 smaller than the rate constant for

425



reaction of CI with (CF3 S02 )2 N-, suggesting k7 = 10-12 cm 3 .molecule- Is" .

Observation of the proton abstraction from (CF3 SO2)2 NH, eq (7a), is consistent with the
lack of observation of the forward reaction of (CF3 S02 )2 N' with HCo(PF3 )4, and thus

confirms the bracketed position of the HCo(PFs )4 acidity (as given in Table 6, below).
In an attempt to find the relative acidities of the HCo(PFs )4 and HRh(PF3 )4

complexes, reactions (8) and (9) were examined.

CO(PFS)4" + HRh(PF3)4 - NR (k<0.01 x 10"9 cmn3 -moleculel- s"1) (8)

Rh(PF3)4" + HCo(PF)4 -- NR (k< 0.01 x 10-9 cm3 -molecule'l.s 1 ) (9)

Other than the two reactions (8) and (9), and the reaction of Mn(CO)s with
HCo(PFs )4 (Table 3), no other attempts were made to specifically examine
proton-transfer reactions between any of the 18-electron metal anions and metal hydrides.

Some indirect evidence for the fact that these reactions are generally slow comes from the

examination of the HMn(CO)m(PFs )n mixtures. For example, reaction of reference
anions C1 and Br with the HMn(CO)s /HMn(CO)4 (PF3) mixture produces both
Mn(CO)s" and Mn(CO)4 (PFs)" in the flow tube. If reaction (10) were to occur, as

Mn(CO)s" + HMn(CO) 4 (PFa) - HMn(CO)s + Mn(CO) 4 (PF3)" (10)

might be expected based on the -.4 kcal/mol exothermicity of proton transfer (Table 6,

below), the intensity of Mn(CO) 4 (PFs ) would increase relative to the intensity of
Mn(CO) s - either with an increase in the flow of the HMn(CO)s / HMn(CO)4 (PF3)

mixture or with an increase in reaction time (reaction distance in the flow tube).
Changing product-ion intensity ratios with neutral flow or reaction distance were not

observed with this mixture or any of the other HMn(CO)m(PF3 )n mixtures which we
examined, an indication that proton abstraction reactions such as eq (10) are at least an
order of magnitude slower than the proton abstraction by the reference anions.

Rate constants for reactions of CpCr(CO)3 -, CpMo(CO)s -, and CpW(CO)s with
reference acids are given in Table 5. These experiments are consistent with results based

on proton abstraction from the hydrides using the conjugate bases.

In the "strong acid" region, which could be considered from HCI and below, most
of the determinations of quantitative acidities have been made very recently, by Kebarle

and co-workers, 1 1 , 12 Taft, Koppel, Anvia and co-workers, 13 Viggiano and Henchman
and co-workers. 14 , 15 Because the acidity scale is not as well established as for less

acidic compounds (see Lias et al. 16 ), we summarize the current best available set of
AG*acid in Table 6, with appropriate references. All AG'acid of the reference compounds
which were determined by equilibrium methods are assigned error limits of ± 2.0
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Tabe 5. Rate constants (in units of 10.9 cm3.molecule" 1.s- 1) for reactions of

CpM(CO)s with reference acids.

reactant ion

acid CpCr(CO)s CpMo(CO)3a CpW(CO)3 -

HC1 NR (k < 0.005) - NR (k<0.005)

CHF2CO2H - 0.15
HBr NR (k < 0.005) 0.0054 0.52

CF3CO2H 0.099 0.087 0.20
CF3 C(O)SH 1.04 0.57 1.13

CFs C(O)CHC(OH)CFs 0.83 0.78 -

kcal/mol. Errors on the relative acidities, or MG acid" are typically ± 0.2 kcal/mol, as

indicated by comparison of data from several laboratories. Table 6 includes the enthalpy

change, AH'amid' for the proton loss process for each of the reference acids.
With the acidities for the reference acids established, we can now quantify the

acidities of the transition-metal hydrides. AG'acid[HMn(CO) s ] is determined by

comparison to HBr, CFs C02 H, and CFs C(O)SH (as shown in Table 3), and the average
value reported in Table 6. For HRe(CO)s, only 8AG'id by comparison to CHF2 C02 H

is known with any degree of accuracy (Table 4), and used to determine

AG'acid[HRe(CO) s ] reported in Table 6.

In two cases we observe proton transfer rates in the forward direction which appear

to depend on the nature of the reference anion: rate constants for reaction of

CF3 C(O)CH(O)CHs -with HMn(CO)s, and reaction of CF3 C(O)CHC(O)CF3 - with

HMn(CO)4 (PFs) are both about a factor of 10 below what is expected for collisional rate

constants. These two reactions involve a highly delocalized "carbon" anion, and the slow

rate of the reactions is consistent with the slow rate of reaction observed for other

delocalized anions. In all other cases, reactions in the forward directions, proton

abstraction from the metal hydrides by X', are all consistent with the usual assumptions

used in bracketing reactions: Observation of fast proton transfer to the reference anion

shows the metal hydride to be the stronger acid than the reference neutral, that is,

AG'acid[metal hydride] s AG',id[HX]. Observation of a much slower reaction rate or no

proton transfer shows the metal hydride is the weaker acid, that is, AG'acid[metal hydride]
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Table-. Scale of acidities of the reference acids and ransition-metal compounds. All

data in kcal/moL

acid A id AG'acid refexrnce

HF 371.5 ± 0.2 365.7 ±0.5 17

CHC1s 357.1 ± 6.3 349.3 ± 6.0 16

HCO2 H 345.3 ± 2.3 338.3 ± 2.0 11

HNO2 340.3 ± 2.1 332.6±2.2 16

HCI 333.4±0.2 328.0 ± 0.5 17

HRe(CO)& 332.7 ± 3.6 324.0 ± 2.6 equilibrium

CHF2CO2H 330.8 ±2.3 323.8 ±2.0 11

CFs C(O)CHC(OH)CHs 328.8 ± 4.1 322.4 ± 2.0 12

CHC12 CO2 H 328.9 ± 2.3 321.9 2.0 11
HBr 323.5 ±0.1 318.3±. 0.4 17

CFsCO 2 H 324.4± 2.3 317.4± 2.0 11
CpW(CO)3 H 324± 5 317 ± 3 bracketed position

CCI3 CO 2 h• 319.9±2.9 312.8 ± 2.0 16

HMn(CO)& 323.5.- 3.6 314.8 ± 2.6 equilibrium

CpMo(CO)s H 321 ± 5 314+3 bracketed position

CpCr(CO)sH 321 ± 5 314 ± 3 bracketed position

CF3C(O)SH 319.7 ±3.0 313.6± 2.0 13

CFsC(O)CHC(OH)CFs 318.0±4.1 311.6±2.0 13

HMn(CO)4 (PFs) 319.2 ± 5.0 310.5 ± 3.0 bracketed position

HI 314.4±0.1 309.3±0.4 17

HP03 310.7 ±3.6 303.4±4.2 14

FSOsH 308 ± 3 301.3 3.0 15

HMn(CO)3 (PF3)2, 309.4 ±5 300.7 3 bracketed positions

HMn(CO)2 (PFs)3,

HMn(CO)(PFs )t,
HMn(PF3)6

HIr(PF3 )4 306.4±5 300.7 3 bracketed position

CFsSOsH 307+3 300.1 2.0 13

HCo(PF3 )4, 304.0 +6 297.5 ± 4.6 bracketed positions

HRh(PF 3 )4

(CF3SO 2 )2NH 302+.3 294.9 ±2.0 13

428



a AG'[HX]. For HCo(PF3)4 and the remaining hydrides, all the AGOad were

determined by bracketing reactions in this fashion, with AGO id for the metal hydrides

arbitrarily assumed to be the average of the acidities of the bracketing acids. For places

where more than one metal complex is placed within a single bracketed position, as is

particularly noticeable between FS03 H and CF, SOs H. no relative ordering of the

AG"acid could be determined for the metal hydrides. No energetic ordering is therefore

implied by the order in which the several metal complexes have been listed in the

bracketed position.

Errors placed on the acidities of the metal hydrides incorporate the error in the

absolute acidities and errors from the bracketing reactions or from SG*acid
determinations. Since the acidities of the metal hydrides are determined by bracketing

experiments, however, the relative acidities of one to another are more accurate than the

error bars indicate. All A-H'acid are determined by calculating the AS'acid from rotational

symmetry numbers and are given in Table 6.

c. Conclusions. The complexes HCo(PFs )4, HRh(PFs )4, HWr(PFs )4,

HMn(CO)s (PFs)2, HMn(CO)2 (PFs)s, HMn(CO)(PF3 )4, and HMn(PFs)6 are
"gas-phase superacids", comparable in acidity to triflic acid, and among the strongest

acids known. All other hydride complexes examined are strong acids. The acidities

increase from the middle to right of the transition series, and decrease with third-row

metal (but not necessarily second-row metal) substitution. Data for the manganese series

show that acidities increase %,4 kcal/mol with initial PFs for CO substitution, but the

effect is evident only for the first two substitutions.

Some data on the bond strengths and elecaon affinities are available, although they

will not be presented here. 3b, 2 These data indicate the transition-metal hydrides are

generally strong gas-phase acids as a result of relatively small metal-hydrogen homolytic

bond energies (-, 60 kcal/mol) and relatively large electron affinities (% 2.5 eV), as given

in eq (1). The acidity increase to the right in the periodic table is due to increasing

electron affinities of the metal fragments, although some of the effect is due to the

decreasing bond strengths. The decrease in acidity going down a column in the periodic

table is due to an increase in the homolytic bond energies (with the electron affinities

relatively constant). The acidity increases with PFs substitutions are due to increases in

the electron affinities, with the bond energies approximately the same.

IV. ELECTRON ATTACHMENT TO TRANSITION-METAL COMPLEXES

a. Methods. Electron attachment reactions were studied using a flowing-afterglow

Langmuir-probe (FALP) apparatus essentially identical to the apparatus constructed by
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Smith and Adams, 18 and using the same data acquisition and analysis techniques.

Several systematic errors may occur as a result of our chemical systems. Samples were
introduced diluted to j,0.3% to 10% in helium, because the absolute sample flow rates
needed were well below the limits of the flowmnters (0 to 10 sccm). An appropriate

correction was applied to the flowm-eter reading to account for the presence of the

reactant gas. All the reactant vapors were found to be slightly "sticky"; we found it

necessary to passivate the sample mixture bulbs with 1-10 torr of pure compound at least

8 hours prior to preparing any sample mixture. These difficulties from
"szickiness"-absorption and/or adsorption onto the sample bulb and inlet walls are most

pronounced with SF4 (and to some extent PF&). Passivation of the inlet system was
accomplished by flowing Vur= SF4 through the inlet overnight prior to data collection.

The difficulties in handling these particular gases lead to large overall uncertainties in the
attachment coefficients given in Tables 7 and 8; ± 35% would be a conservative estimate.

b. Result. HCo(PF3)' was most extensively studied, since it is the strongest acid
of the metal hydrides, and relatively easy to make in large (5 - 10 g) quantities. In order

to study the role of the Co-H vibrational stnucture on the attachment, we also examined
attachment to DCo(PFs )4 (made by H/D exchange with D20). Some data have been

obtained on the electron attachment to HRh(PF3 )4 [which is comparable in acidity to
HCO(PF,)4, but a second-transition series metal], HMn(CO)s and HRe(CO)s [which are
not superacids and lose only CO on attachment], and Ni(PFs )4 [which was chosen to

learn more about the effect of the PF3 ligand versus CO ligand]. A summary of the ion

products and rate coefficients (J3) of electron attachment are given in Table 7, and the

rates are plotted as a function of temperature in Figure 1.

The activation enthalpies, AH*, for the attachment rates given for HCo(PF3 )4 and
DCo(PF3)4 are from fitting the entire temperature range to an exponential. The lowest

temperature points correspond to AH: , 60 meV, and the highest temperature points
correspond to AHý % 115 meV for the HCo(PF3 )4 data shown. At the highest

temperature, the ion Co(PF3)4" decreases to 22% of the ion intensity. There is some
change for HCo(PFs )4 as compared to DCo(PF3 )4 in the intensity of the ions produced

by HOD loss vs. PF3 loss. Finally, although the AH for the CO or PF3 associative
detachments are listed as unknown, they are believed to be nearly thermoneutral.

c. CoQnclusiko. The proton transfer reactions of HCo(PF 3 )4 are "normal", that is,
the proton is transferred at ,50% of the collisional rate to bases (Table 2). Thus, the fact

that the electron attachment to HCo(PF3 )4 proceeds with a rate coefficient approximately

a factor of 10 below the maximum collisional rate constant is strong evidence that proton

transfer is n= the mechanism of dissociative electron attachment to HCo(PF 3)4 .19
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Table 7 Summary of electon attachment processes for metal complexes.

P (300 K) temperature ion

compound cm 3.s- 1  dependence products thermochemistry

HCo(PF,), 1.8 x 10"8 AlH-.88 meV Co(PFs)4 C(41%) AH -1 (_+6) kcal/mol

HCo(PFs )s" (59%) unknown

DCo(PF: )4 1.7 x 10"8 AHi:%85 meV CO(PFS)4 - (31%) AH - -9 (L8) kcal/mol

DCo(PF,)" - (69%) unknown

HRh(PFs)4 6x 10"8 decomposes with Rh(PF3)." (55%) AH=-11 (+6)kcal/mol

temperature HRh(PFs )s" (45%) unknown

HMn(CO)s 2 x 10-7 not determined HMn(CO)," unknown

HRe(CO)s 2 x 10.7 slight increase HRC(CO)4" unknown

Ni(PFs)4 1.7 x 10. 7 not determined Ni(PFs3)s" unknown

HMn HR*(CO)s

-So 0 Ni(PF') 4 1
10 "

E HRh(PF3),

"• oDCo(PF')E ~(dashed line).

. , (solid ,,nesl

10

,s 0 *,I p

250 350 450 550

Temperature (K)

FIGURE 1. Electron attachment rate coefficients for metal complexes.

HCo(PFS),6 and DCo(PF3 ), have identical attachment rate coefficients, although not ion

fragmentation patterns, and the ion fragmentation patterns change with temperature.

These facts suggest that the attachment proceeds through a long-lived resonant state, i.e.,

[HCo(PF3)4 "]*. HMn(CO)s and HRe(CO)s attach near the collisional rate; Ni(PF3 )4

attaches slightly more slowly.
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V. ELECTRON ATTACHMENT PERFLUOROCOMPOUNDS

a. Methods and Results. I participated in a number of determinations of the

electron attachment rates to perfluorocompounds. Methods used for the attachment

studies are given in Section IV, and results are summarized in Table 8 and Figure 2.

Table 8. Summary of electron attachment processes to perfluorocompounds.

S(300 K) temperature ion

compound cm3 .s"1  dependence products thermochemistry 16

SFs 2.3 x 10.7 slight curvature SF" EA[SF.J = 1.05 (-+0.10) eV
SFs" AH[SFs ] . +5 to +28 kcal/mol

SF4 2.5 x 10.8 slight curvature SF4  EA[SF,] = 1.5 (+0.2) eV 4

PFs 3.2 x 10"I0 slight curvature PFs EA[PFs ], 0.80 (+0.20) eV 5

PF3 1.5 x 10"12  NA NA EA[PF3] < 0

NFs 3.4 x 10"11 A'.50 meV F" EA[NFs ] < 0

AH[F"I = -23 L+3) kcal/mol

WF. 1.1 x 10"12 AH,:330 meV WF" EA[WFs ]= 3.36 (+0.2) eV

AH[WFs'] = +66 (.10) kcal/mol

10 -" _ _ _ _ _ _ _ _ _ __ _ _ _ _ _ _ _ _ _ _SFI -S, SF-, SF-

S10 "-
SF4 -> SF4-

10l - -- -

108

O- 10" PF5 -> PF5
E

7E 10"°1 NF3 - F-""

*1 (upper limit)

0 10 -0 WF6 - WF6"
0*

10 -1 I I I

200 300 400 500 600

Temperature (K)

Figure 2. Electron attachment rate coefficients for perfluorocompounds.
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b. Conclusions. Except for the obvious case of PFs, which does not attach

electrons due to lack of AU exothermic pathway, there is no correlation in the attachment

rates with electron affinity of the attacher or exothermicity of the dissociative attachment

pathway. One supposition has been that SF. attaches rapidly due to the resonance with

the near-thermoneutral associative detachment channel yielding SFs ". The ion

thermochemistry is not available to test this hypothesis with the other purely associative

attachers SF,, PFs, and WFe. Electron scattering data as a function of electron energy

are available for SF., SF4, and PFs, and may eventually provide insight into the
negative ion states responsible for the attachment.

VI. OTHER SUDES

I participated in a number of studies using the SIFDT instrumentation. These

include: Determinations of the electron affinities of SF4 (1.5 + 0.2 eV) and PFs (6 0.80

eV) by observation of charge transfer reactions. 4 ' 5 A study of the gas-phase reactions

of Fe" with five acids, which show that electron detachment is either a sole or dominant

reaction channel; these reactions were used to determine AHacid(FeH) = 345.2 + 4.4

kcal/mol, which determines the bond energy D'298 (Fe-H) = 35.1 ± 4.4 kcal/mol. 6 A

study of the chemistry of C2" and HC2 which shows both ions to be relatively

unreactive, although the radical anion C2- reacts rapidly with radical neutrals. 7 A study

of the reactivity of the radical anion C20, which shows it reacts by H, H+, and H2 +

abstraction, by nucleophilic displacement, charge transfer, and associative (or reactive)

electron detachment; the chemistry is somewhat analogous to that of the radical anion

02-. 8 Finally, a study of HO" shows it to react with NO by slow associative electron

detachment (k ', 4 x 10"12 cm3.molecule I.s I).9 Results of these studies are all either

published, in press, or in manuscript form, and will not be discussed in depth here.

VI. RECOMMENDAfTONS

In general, the thermodynamic studies on acidities have been completed.

Additional research should include the studies on the ions formed by electron attachment,

including the study of the reactions with the parent neutrals and atmospheric and

combustion species, as mentioned in Section IL. Substantial work on the electron

attachment reactions to the metal hydrides and related complexes remains.

In terms of implementation, the next step would be to form a collaboration to study

the effect of these complexes on the plasma chemistry and physics on their addition to a

plasma arc in a laboratory setting. Only then would I recommend studies involving

atmospheric releases or lab or iniuM engine exhaust modification.
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